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Summary

The goal of this thesis is to propose and design network and channel coding
schemes for relay networks so that the promised gains dictated by net-
work information theory (as upper or lower bounds) can be approximated.
To that end, network coding and channel coding are jointly designed with
the aim of exploiting the redundancy existing in the Multiple-Access Relay
Channel (MARC) and Multihop networks for a better error protection.

To this end, through this dissertation we will present a plurality of �ve
technical papers (Papers I-V, in Appendix A-E, respectively) in the �led of
joint network-channel coding for relay networks.

In Papers I and II, two joint network-channel coding scheme for the
Time-Division Decode-and-Forward Multiple Access Relay Channel are pro-
posed. In both schemes: 1) the relay linearly combines the encoded se-
quences transmitted by the sources; and 2) the decoding at the destination
is performed by applying the Sum Product Algorithm over the derived fac-
tor graph of the Joint Network-Channel code.

In particular, Paper I presents a scheme based on Bit Interleaved Coded
Modulation with non-binary Low Density Parity Check codes as channel
codes. We showed that the proposed scheme outperforms its binary coun-
terpart and performs close to the outage probability (cut-set bound) in all
the simulated scenarios.

Paper II utilizes convolutional codes as channel codes. By performing
a tailored selection of the coe�cient of the linear combination, we are able
to improve the overall performance with respect to a random choice. Simu-
lation results showed that the proposed scheme outperformed the reference
schemes found in the literature and the one presented in Paper I by using
short-length codewords.

Regarding Paper III, it proposes a decode-combine-forward scheme for
the multi-hop transmission in ad-hoc wireless networks, where the infor-
mation generated by two independent sources has to be sent to a common
destination based on multiple-relay cooperation. To this end, the proposed
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scheme blends together LDPC channel coding with linear combination of
blocks of data over a �nite �eld.

On the other hand, Paper IV proposes a new scheme that clearly out-
performs the scheme presented in Paper III, and consequently, the schemes
found in the literature. The proposed scheme is based on distributing the
method presented in Paper II among the di�erent relays, so that in its corre-
sponding hop each relay linearly combines (each one using a di�erent linear
combination) and forwards the source data.

Finally, Paper V introduces a channel coding design framework for short-
length codewords which can achieve lower error �oors than previous designs
found in the literature. By adapting the joint code proposed in Paper II
to the point-to-point scenario, we designed a channel code that is based
on concatenating the output of two convolutional codes with a linear com-
bination in F2q . The main advantage of the proposed scheme is that one
could choose error �oors lower than the ones in previous schemes, (and
consequently outperforming these schemes at high SNRs), with an SNR
waterfall degradation of less than 0.5 dB at mid-range BERs.

Summarizing, the collection of papers presented in this dissertation will
show that already proposed coding schemes found in the literature can be
clearly outperformed by e�ciently combining channel coding and network
coding over a variety of network scenarios, such as the point-to-point (Paper
V), Multiple-Access Relay Channel (Paper I and II) and multi-hop scenarios
(Paper III and IV).



Glossary

AF Amplify-and-Forward
AWGN Additive White Gaussian Noise
BER Bit Error Rate
BICM Bit Interleaved Coded Modulation
BICM-ID Bit Interleaved Coded Modulation with Iterative

Decoding
BPSK Binary Phase Shift Keying
CC Convolutional Code
CDF Cumulative Distribution Function
CF Compress-and-Forward
CFER Common Frame Error Rate
CSI Channel State Information
C-MARC Constrained Multiple Access Relay Channel
CRC Cyclic Redundancy Check
DF Decode-and-Forward
EXIT EXtrinsic Information Transfer
FER Frame Error Rate
IEEE Institute of Electrical and Electronic Engineers
i.i.d. independent and identically distributed
JNBICM-ID Joint Network-Bit Interleaved Coded Modulation with

Iterative Decoding
JNCC Joint Network-Channel Code
LDPC Low-Density Parity-Check Code
LT-LDPC Lower-Triangular Low-Density Parity-Check Code
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MAP Maximum A Posteriori
MARC Multiple Access Relay Channel
MIMO Multiple Input�Multiple Output
ML Maximum Likelihood
NC Network Coding
O-MARC Orthogonal Multiple Access Relay Channel
PAM Pulse Amplitude Modulation
pdf probability density function
PHY Physical layer
pmf probability mass function
PSK Phase Shift Keying
P/S Parallel to Serial converter
QAM Quadrature Amplitude Modulation
RSC Recursive Systematic Code
RSI Relay State Information
rv random variable
S/P Serial to Parallel converter
SNR Signal to Noise Ratio
SPA Sum-Product Algorithm
TDMA Time-Division Multiple-Access
WiMAX Worldwide Interoperability for Microwave Access
XOR eXclusive OR



Notation

Let (Ω, β,P) be the underlying probability space where all the random
variables (r.v.) are de�ned. We use uppercase when referring to r.v. and
lowercase when referring to realizations of r.v. In addition, we use boldface
or preferably, a bracketed sequence of symbols (e.g. {Xk}Nk=1) when refer-
ring to vectors; and boldface with an underline to refer to matrices (with
some exceptions which will be clear from the context). For discrete r.v.,
we denote the probability mass function (p.m.f.) of the discrete r.v. X as
PX(x) , P{ω : X(w) = x}. For continuous r.v., we denote the probability
density function (p.d.f.) of the continuous r.v. X as pX(x). However, when
the context is clear, we use P (x) and p(x) for p.m.f. and p.d.f., respectively.

All the symbols used through this dissertation are de�ned before been
used; however, some of them might be used far after their de�nition. Hence,
a list of the most repeated symbols is provided below.

∼ Xi All the variables involved in the computation except Xi.
ψ(X) \ fj All the elements in the set Ψ(X) except fj .
µXi→fj (xi) Message from node Xi to node fj .

f̂i(xi) Marginal function associated to Xi.
{Ut}Nt=1 Sequence of N random variables.
1 [·] Indicator function.
U Alphabet of the random variable U .
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|U| Cardinal of the alphabet U .
| · | Absolute value of a variable.
∥ · ∥ Euclidean norm.
Eb Energy per information bit.
Es Energy per complex dimension.
ρ Spectral e�ciency [bits per complex dimension].
C Capacity.
E[·] Expected value of a random variable.
NC(m,σ

2) Complex Normal distribution with mean m and
variance σ2.

N (m,σ2) Normal distribution with mean m and variance σ2.
∗ Convolution.
v Number of memory elements of a Convolutional Code.
⊕ Modulus addition.
⊗ Modulus multiplication.
H Parity-check Matrix.
T Transpose operator.
Π Interleaver function.
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CHAPTER 1

Introduction

Since Shannon's landmark 1948 paper [Sha48], the problem of e�cient data
communication over the point-to-point Gaussian channel has driven much
of communication and coding research in the half of the last century. Shan-
non's most celebrated result was the explicit computation of the capacity
of the additive Gaussian noise channel. His result posed a magni�cent chal-
lenge to succeeding generations of researchers. Only in the past decade,
with the discovery of turbo codes, can we say that methods of approaching
capacity have been found for practically all linear Gaussian channels (e.g.
Low-Density Parity Check codes, Turbo codes, Polar codes...).

The advent of Internet and wireless communications has shifted the ac-
tivity of information theorists towards what is known as Network Informa-
tion Theory. Network Information Theory aims to establish the fundamen-
tal limits on information �ow in networks and the optimal coding schemes
that achieve these limits. It extends Shannon's fundamental theorems to
general networks with multiple sources and destinations and share resources.
Recent works have dealt, among others, with new wireless network models
and new approaches to coding these networks.

The main advantage of the wireless medium over wireline is that it
allows the user to be mobile and to communicate in all areas covered by the
base stations. Moreover, the costs to establish the wireless infrastructure
have the potential to be cheaper because it is not necessary to install wires

1



2 CHAPTER 1. Introduction

from the base station to each user. However, the bandwidth suitable for the
aforementioned mobile communication scenario is a scarce resource and the
transmission power is usually very limited. To overcome these limitations,
extensions to the point-to-point communication scheme are considered. One
of such possible extensions is given by the use of relays, which we study
throughout this work.

The purpose of the relays is to support the communication between the
mobile and base station. The most common characteristic of the relays are:
i) they do not generate new data, ii) they are simpler than base stations
in terms of transmit power requirements, size and cost, and iii) contrary to
base stations, relays do not have a wired connection to the outside network.
These characteristics provide the relays with a high installing �exibility, as
for example: �xed relays could be installed in tra�c lights or for street
crossings; whereas mobile relays could be installed on trains or taxis. Next
we summarize the main advantages of wireless relaying networks over point-
to-point schemes.

- The relay is located in such way that the relay-destination link is of bet-
ter quality than the source-destination link, so that relaying could deliver
higher data rates than the point-to-point scenario. Moreover, the clever
positioning of the relays increases the probability of a line-of-sight con-
nection, especially on the link between a �xed relay and the base station.
This allows the use of parts of the spectrum which are not used currently
due to their vulnerability against non-line-of-sight conditions.

- Both the small-scale fading due to multipath propagation and the large-
scale fading due to shadowing can be assumed independent for the source-
sink and the relay-sink links. Hence, since the sink can receive both the
signal from the source and the relay, relaying promises diversity gains and
increments in the robustness of the communication system. As a conse-
quence, the mobile station can save transmission energy (higher battery
life).

Given the above, we focus on relay networks with broadcast transmis-
sions that operate in Time-Division-Multiple-Access (TDMA) mode, where
the sources and the relays convey their data by using orthogonal channels.
Although the time-division scheme involves a suboptimal use of the avail-
able bandwidth, it avoids interferences in the network and allows an easier
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implementation, thanks to the use of half-duplex relays and the lack of
stringent synchronization constraints.

In addition, we consider the Decode-and-Forward (DF) decoding strat-
egy at the relays, as it o�ers a higher code design �exibility. The following
two relay networks architectures are considered (see Figure 1.1):

(i) The Multiple Access Relay Channel (MARC, see [HSOB05]), where
both sources and the relay convey their data by using three orthogonal
channels. Hence, for two sources the total transmission time is divided
into three time slots, one for each transmitting node.

(ii) The multihop network, where the data transmission between the source
and the corresponding destination is realized with the aid of interme-
diates nodes (relays). We design the system in TDMA mode and
consider the DF decoding strategy; thus, at each intermediate node
the received signal is decoded, re-encoded and forwarded. Hence, the
total available transmission time is divided into several orthogonal
time-slots, one for each node.

The goal of this thesis is to propose and design network and channel
coding schemes for these relay networks so that the promised gains dic-
tated by network information theory (as upper or lower bounds) can be
approximated. To that end, network coding and channel coding are jointly
designed with the aim of exploiting the redundancy existing in the MARC
and Multihop networks for a better error protection.

1.1 ORGANIZATION OF THE DISSERTATION

The dissertation is organized as a plurality of �ve technical papers (Pa-
pers I-V shown in Appendix A-E, respectively), which are presented through
Chapters 3-5 and where papers addressing similar topics are collected to-
gether. Throughout each of these chapters, we begin by introducing the
network model considered. This is followed by addressing the state of the
art together with the main contributions made by the corresponding papers.
Finally, we draw some conclusions and present the future work.

Thus, the structure of this dissertation is as follows:
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User 1

User 2

User N

Relay Destination

(a)

1 j − 1 j D

Relays

s m

(b)

Figure 1.1: Multiple Access Relay Channel (left) and Multihop

Wireless Network (right).

• Chapter 2 summarizes the required background knowledge to under-
stand the presented technical papers including: It reviews the basics
of Communication Theory and the channel codes used in this thesis,
and it provides a brief introduction to Network Coding. The aim of
this chapter is to make the dissertation self-contained; however, due
to the variety of di�erent concepts covered by the technical papers
presented in this work, in some cases we may refer to the literature
for further detail.

• Chapter 3 brie�y introduces the Multiple-Access Relay Channel
(MARC) and presents the main advantages of performing network
coding in this network. Following, the state of the art regarding the
design of joint network-channel codes for the Time-Division Decode-
and-Forward Multiple Access Relay Channel (TD-DF-MARC) is pre-
sented. An insightful review of Papers I and II (Appendix A and B,
respectively), where two novel joint network-channel schemes are pro-
posed, is also included in this chapter. In both cases the relay linearly
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combines � over a non-binary �nite �eld � the coded sequences from
the source nodes. We show that both schemes outperform the previ-
ous schemes described in the state of the art in terms of the gap to the
outage probability (outer bound). Moreover, as the work presented in
Paper II is an improvement of the work in Paper I, we also highlight
the main di�erences between both.

• Chapter 4 contains a comprehensive overview of the Multihop net-
works and an insightful review of the coding scheme known as Pro-
gressive Network Coding. Papers III and IV (Appendix C and D, re-
spectively) are summarized in subsequent sections of this chapter. On
the one hand, Paper III proposes a decode-combine-forward scheme
for the multi-hop transmission in ad-hoc wireless networks, where the
information generated by two independent sources has to be sent to
a common destination based on multiple-relay cooperation. To this
end, the proposed scheme blends together LDPC channel coding with
linear combination of blocks of data over a �nite �eld. The proposed
scheme outperforms similar schemes found in the literature. On the
other hand, Paper IV based on a concept presented in Paper II pro-
poses a new scheme that clearly outperforms the scheme presented in
Paper III, and consequently, the schemes found in the literature.

• Chapter 5 presents Paper V (Appendix E). It proposes a chan-
nel coding scheme for the transmission of short length codewords in
AWGN point to point links. In this sense, this paper di�ers from
the main topics of the previous chapters for it does not involve relay
networks. However, the idea behind the proposed approach is derived
from the work of Paper III. The chapter begins by a brief introduction
of the state of the art in iterative short-length codes. It then presents
Paper V, where a new channel coding approach for the transmission of
short-length codewords that permits balancing the tradeo� between
the bit error rate �oor and waterfall region by modifying a single real-
valued parameter is proposed. It is based on combining convolutional
coding with a q-ary linear combination and unequal energy allocation.
Simulation results suggest that for very low bit-error rates the pro-
posed scheme will exhibit lower error �oors than previous approaches
found in the literature.

• Finally, Chapter 6 concludes the dissertation by summarizing its
main contributions and by making some future remarks.
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CHAPTER 2

Preliminaries

This chapter provides the reference background for the dissertation. It
reviews the basics of Communication Theory and the channel codes used
in this thesis, and it provides a brief introduction to Network Coding. The
di�erent network models considered in the papers are presented in their
respective chapters.

2.1 COMMUNICATION THEORY - CHANNEL CODING AND

DECODING

Let (Ω, β,P) be the underlying probability space where all the random
variables (r.v.) are de�ned. We use uppercase when referring to r.v. and
lowercase when referring to realizations of r.v. In addition, we use boldface
when referring to vectors, and boldface with an underline to refer to matri-
ces. For discrete r.v., we denote the probability mass function (p.m.f.) of
the discrete r.v. X as PX(x) , P{ω : X(w) = x}. For continuous r.v., we
denote the probability density function (p.d.f.) of the continuous r.v. X as
pX(x). However, when the context is clear, we use P (x) and p(x) for p.m.f.
and p.d.f., respectively.

We consider the communication scenario depicted in Figure 2.1. In this
work, it is assumed that the source is modeled as an i.i.d. discrete time

7
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random process with a binary alphabet PU (0) = PU (1) = 0.5. A message
um ∈ {0, 1}K is form by a block of K source symbols.

Modulator
ϕ

Channel

PY|S(yt|st)

Decoder

û(y)

ûm
ysmum

Source
Encoder

ψ

xm

Figure 2.1: Communication scenario with encoding and decoding

functions.

The encoder is assumed to be an invertible mapping ψ that assigns each
message um (m ∈ {1, . . . , 2K}) to a codeword xm ∈ XN , i.e.,

ψ : {0, 1}K → XN .

Notice that this mapping can be formulated as P (xm|um), where in case of
a deterministic mapping this probability is given by the indicator function,
i.e.

P (xm|um) = 1 [xm = ψ(um)] , (2.1)

where 1 [·] is equal to 1 if the statement between brackets is true, and 0
otherwise.

After the channel encoder, a modulator φ(·) : XN → SM (where S is
a �nite channel alphabet) maps the encoded sequence into the sequence
sm = φ(xm) to be transmitted. Observe that M = N when |S| = |X |.

We consider discrete memoryless channels {S, PY |S(y|s),Y} modeled
by a family of discrete conditional probability distributions with input and
output alphabets S and Y, respectively. The channel is stationary and
memoryless in the sense that when it is usedM times with input Sm ∈ SM ,
the output Yt ∈ Y given (S1, . . . , St, Y1, . . . , Yt−1) is distributed according
to

P (yt|s1, . . . , st, y1, . . . , yt−1) = P (yt|st).

It can be shown that when this channel is used without feedback, the
memoryless property implies

PY|S(y|s) =
M∏
t=1

PY |S(yt|st). (2.2)
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At this point, the joint probability of U, X, S and Y can be factorized
as

P (u,x, s,y) = P (u) · P (x|u) · P (s|u,x) · P (y|u,x, s). (2.3)

Since by construction U ↔ X ↔ S ↔ Y forms a Markov chain, the joint
probability P (u,x, s,y) is simply given by

P (u,x, s,y) = P (u)︸ ︷︷ ︸
Source

·P (x|u)︸ ︷︷ ︸
Code

· P (s|x)︸ ︷︷ ︸
Modulation

·P (y|s)︸ ︷︷ ︸
Channel

, (2.4)

where it can be observed that the �rst factor depends directly on the source,
the second one on the used coding technique, the third one on the modula-
tion and the forth one on the characteristics of the channel.

Finally, the decoder block maps the channel output y to a message
sequence ûm, that is, û(y) : YM → {0, 1}K . In the following, and unless
strictly necessary, we drop the subindex m in the sequences and simply
write s, x and u. Given the received sequence y, the decoding function that
minimize the block error probability Pe , P{ω : û(Y(ω)) ̸= u|U(ω) = u}
is the block-wise Maximum a Posteriori (MAP) rule and is given by

û(y) , argmax
u∈{0,1}K

P (u|y). (2.5)

Applying the Bayes theorem to (2.5) and since p(y) is not involved in
the maximization, the above rule can be written as

û(y) , argmax
u∈{0,1}K

∑
x∈XN

s∈SM

P (u,x, s,y), (2.6)

which is equivalent to [Von03]

û(y) , argmax
u∈{0,1}K

max
x∈XN

s∈SM

P (u,x, s,y). (2.7)

On the other hand, if the objective is to minimize the symbol-wise error
probability, i.e. Pe , P{ûi(Y(ω)) ̸= ui|Ui(ω) = ui}, we have that the
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symbol-wise MAP decoding rule is given by

ûi(y) , argmax
ui∈{0,1}

P (ui,y) (2.8)

= argmax
ui∈{0,1}

∑
u1

· · ·
∑
ui−1

∑
ui+1

· · ·
∑
uK

∑
x∈XN

∑
s∈SM

P (u,x, s,y) (2.9)

= argmax
ui∈{0,1}

∑
∼ui

P (u,x, s,y), i = 1, . . . ,K (2.10)

As explained in the next section, an e�cient way for computing the
above MAP rules is as follows:

1) Represent the joint probability P (u,x, s,y) as a factor graph.

2) The block-wise decoding is now obtained by the Max-Product algo-
rithm [KFL01] executed over this factor graph. Notice that when the code
is a Convolutional code the Max-Product algorithm reduces to the Viterbi
algorithm. On the other hand, the symbol-wise decoding is obtained by
running instead the Sum-Product Algorithm [KFL01].

When using iterative codes, one needs to compute the symbol-wise prob-
abilities as these probabilities are used by the other compounding codes.
Therefore, in this work we will exclusively consider the symbol-wise decod-
ing. In the next section factor graphs and the Sum-Product Algorithm, are
explained in detail.

2.2 FACTOR GRAPHS AND THE SUM-PRODUCT ALGO-

RITHM

2.2.1 FACTOR GRAPHS

A factor graph [KFL01,Von03] represents a multivariate function. Let
f(x1, x2, x3, x4, x5) be a function of a set of variables {X1, X2, X3, X4, X5}.
In Fig. 2.2 the global1 function f(x1, x2, x3, x4, x5) is represented, where
�lled squares represent function nodes and empty circles symbolize variable
nodes. An edge connects a function node to a variable node if and only
if the corresponding variable is an argument of the function. Note that a

1The term global refers to the multivariate function to be factorized, whereas the term
local refers to the compounding functions of the factorized version of the global function.
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factor graph is always bipartite: edges are only allowed between vertices of
di�erent types.

f

X1 X2

X3

X4

X5

Figure 2.2: Factor graph representing the global function

f(x1, x2, x3, x4, x5).

Factor graphs become interesting when the represented function can be
factorized as a product of several local1 functions. Let us assume that the
global function mentioned above, f(x1, x2, x3, x4, x5), factors as

f(x1, x2, x3, x4, x5) = fA(x1) ·fB(x2) ·fC(x1, x2, x3) ·fD(x3, x4) ·fE(x3, x5).

Now, the factor graph can be expanded to that depicted in Figure 2.3 (a),
where fA, fB, fC , fD, fE are the local functions. Even though the resulting
graph is unique, di�erent drawings can describe the same factorization of a
given function, some more pleasing than others, as the one shown in Figure
2.3 (b).

The Sum-Product Algorithm (SPA) is what makes the factor graphs
so attractive for the decoding problem in a communication system. It is
essentially a set of rules and procedures for message passing over factor
graphs that allows for an e�cient calculation of the marginals of the joint
probability distribution that characterizes the whole communication system.
Concretely, the decomposition of the joint (global) function f(·) into several
simpler local functions, together with its factor graph representation is what
allows the SPA to e�ciently compute the marginal functions needed for the
Maximum a posteriori estimation, as shown in Section 2.1.
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X1 X2 X3 X4 X5

fA fB fC fD fE

X1

X2

X3

X4

X5

fA

fB

fC

fD

fE

(a) (b)

Figure 2.3: (a) Factor Graph of the factorized f(·); (b) Rearrange-
ment of (a) for the sake of clarity.

2.2.2 SUM-PRODUCT ALGORITHM

The SPA consists of a set of rules for transferring messages through the
edges of a factor graph, aimed at computing marginals of the global func-
tion describing the factor graph. This algorithm signi�cantly simpli�es the
complexity of their calculations. For the sake of simplicity, the application
of the algorithm over a cycle-free graph (i.e. factor trees) is �rst described,
followed by the application of the SPA over cycle graphs.

The Sum-Product Algorithm over Non-cyclic Factor Graphs

Let us consider again the factor graph in Figure 2.3, with its global
function

f(x1, x2, x3, x4, x5) = fA(x1) ·fB(x2) ·fC(x1, x2, x3) ·fD(x3, x4) ·fE(x3, x5).

Assume that we are interested in calculating the marginal function f̂1(x1),
where

f̂1(x1) =
∑

x2,x3,x4,x5

f(x1, x2, x3, x4, x5) =
∑
∼x1

f(x1, x2, x3, x4, x5), (2.11)

with
∑

∼x1 being the sum over all variables except x1. The SPA exploits
the factorized structure of f(·) in such a way that the computation of the
marginals is e�ciently achieved by exchanging messages among the nodes
of its factor graph under the ful�lment of certain rules. Let us pose �rst
some useful de�nitions:
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• The neighbor set operator ψ(Xi) applied on a variable node Xi, re-
turns the set of function nodes fj which are connected to, whereas
ψ(Xi) \ fk returns {fj}∀j ̸=k (i.e. the connected ones except fk).

• The messages associated to the variable node Xi and variable node fj
are denoted as µXi→fj (xi) and µfj→Xi

(xi), where fj ∈ ψ(Xi) andXi ∈
ψ(fj). The arrow indicates the direction of the exchanged message.

These messages are propagated through all edges of the graph obey-
ing the rules imposed by the algorithm. The messages can be reused to
compute di�erent marginal functions. Thus, when the factor graph has no
cycles, each message has to be computed only once, rather than once per
marginalization. The rules for the computation of variable and function
nodes are as follow:

Computation of variable-to-function message: The message from vari-
able node Xi to function node fj is computed as

µXi→fj (xi) =
∏

fk∈ψ(Xi)\fj

µfk→Xi
(xi). (2.12)

Computation of function-to-variable message: The message from func-
tion node fj to variable node Xi is computed as

µfj→Xi
(xi) =

∑
Xk∈ψ(fj)\Xi

fj(xk) · µXk→fj (xk). (2.13)

Computation of the marginal functions: The desired marginal func-
tion f̂i(xi) is computed as

f̂i(xi) =
∏

fj∈ψ(Xi)

µfj→Xi
(xi). (2.14)

The application of the set of rules is exempli�ed in Figure 2.4, where the
messages necessary for calculating the marginal function f̂1(x1) are plotted.
If we break the expression for f̂1(x1) down into its compounding factors, it
can be seen that
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X1

X2

X3

X4

X5

fA

fB

fC

fD

fE

µfA→X1

µfB→X2

µfC→X1

µfD→X3

µfE→X3µX2→fC

µX3→fC

µX4→fD

µX5→fE

Figure 2.4: Messages used for the marginalization of f̂1(x1).

f̂1(x1) =
∑
x2

∑
x3

∑
x4

∑
x5

fA(x1)·fB(x2)·fC(x1, x2, x3)·fD(x3, x4)·fE(x3, x5)

= fA(x1)︸ ︷︷ ︸
µfA→X1

(x1)

∑
x2

∑
x3

fC(x1, x2, x3) fB(x2)︸ ︷︷ ︸
µfB→X2

(x2)︸ ︷︷ ︸
µX2→fC

(x2)

∑
x4

fD(x3, x4) · 1︸︷︷︸
µX4→fD

(x4)︸ ︷︷ ︸
µfD→X3

(x3)

∑
x5

fE(x3, x5) · 1︸︷︷︸
µX5→fE

(x5)︸ ︷︷ ︸
µfE→X3

(x3)︸ ︷︷ ︸
µX3→fC

(x3)︸ ︷︷ ︸
µfC→X1

(x1)

.

Therefore, the marginalization of X1 is given by,

f̂1(x1) = µfA→X1(x1) · µfC→X1(x1). (2.15)

Figure 2.5 represents all the necessary messages for calculating f̂1(x1),
f̂2(x2), f̂3(x3), f̂4(x4) and f̂5(x5). Observe that the execution of the algo-
rithm comprises a �nite number of steps due to the lack of cycles in the
underlying factor graph. As a result, any desired marginal of f(·) can be
computed exactly. However, as explained in the next section, the algorithm
does not take into account the presence of loops among the edges of a cyclic
graph, as often occurs in e.g. the design of parallel concatenated coding
schemes (see Section 2.5). In this case the algorithm has no natural termi-
nation and consequently, the marginalizations are not exact (suboptimal).
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X1

X2

X3

X4

X5

fA

fB

fC

fD

fE

µX1→fA

µfA→X1

µfC→X2

µfB→X2

µfC→X1

µfC→X3

µfD→X3

µfD→X4

µfE→X3

µfE→X5

µX1→fC

µX2→fCµX2→fB

µX3→fC

µX3→fD

µX4→fD

µX3→fE

µX5→fE

Figure 2.5: Messages necessary for calculating all possible marginal

functions for f(·).

The Sum-Product algorithm over Cyclic Factor Graphs

If there exists cycles in the factor graph, an exact marginalization of
the global function is not possible, since there are no �nite number of steps
in the algorithm [Mac03]. Unfortunately, the majority of the factor graphs
used in communication systems are loopy. However, the SPA can still be
executed on a cyclic factor graph, as the generic rules of the algorithm are
locally executed in each node. In this case the algorithm would iterate with
no natural termination, resulting in an inexact calculation of the marginal
functions. Therefore, it yields a sub-optimal marginalization algorithm.

However, the performance of the SPA in the �eld of the iterative de-
coders of communication systems has proven to be surprisingly satisfactory
by stopping the message updating after some iterations [RU08]. Moreover,
the length of the codeword is a critical parameter when designing itera-
tive decoders, since it is related to the length of the shortest cycle of the
underlying graph [RU08]. Some examples of decoders with cycles are the
ones used in Turbo codes [BGT93] and Low-Density-Parity-Check (LDPC)
codes [RU01], the latter explained in this chapter.

Summarizing, the decoding of a received noisy sequence proceeds, in
general, according to the following scheme:

• All messages are initialized.
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• Messages are updated according to an update schedule: (2.12) and
(2.13). This schedule may vary from step to step.

• After each step the marginal functions of the symbols to be decoded
are computed: (2.14).

• A sequence is obtained by taking decisions based on the current marginal
function.

• After obtaining the sequence, a decision should be made: continue
with the decoding process until a speci�c number of iterations is
achieved or stop if the sequence ful�ls some conditions.

2.2.3 FACTOR GRAPHS IN CHANNEL DECODING

This Section applies the factor graphs and SPA to the communication
problem presented at the end of Section 2.1. As argued in the insight around
(2.10), the symbol-wise MAP rule is given by

ûi(y) = argmax
ui∈{0,1}︸ ︷︷ ︸

Decision taking

∑
∼ui︸︷︷︸
Sum

P (u,x, s,y).︸ ︷︷ ︸
Factor Graph (product)︸ ︷︷ ︸

Sum−Product algorithm︸ ︷︷ ︸
Decision about symbol ui based on symbol−wise decoding

(2.16)

A huge advantage can be taken by applying the SPA algorithm through the
factor graph representing the global function P (u,x, s,y) and consequently,
by computing e�ciently the required marginals for each variable node Ui.
As seen in Section 2.1, the joint probability can be further factorized as

P (u,x, s,y) =

K∏
i=1

P (ui)︸ ︷︷ ︸
Source

·1 [x = ψ(u)]︸ ︷︷ ︸
Code

·1 [s = φ(x)]︸ ︷︷ ︸
Modulation

·
M∏
t=1

P (yt|st)︸ ︷︷ ︸
Channel

, (2.17)

This factorization of the global function P (u,x, s,y) indicates that the over-
all factor graph would be formed by: (i) the function nodes of local functions
representing the source, code, modulation and channel; and (ii) the variable
nodes representing the sequences {Ui} (source sequence), {Xl} (encoded se-
quence), {St} (modulated sequence) and {Yt} (channel observations).
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In words, the process of performing a MAP decision in the proposed
communication scenario can be summarized in the following three-stage
approach:

A) The joint probability distribution P (u,x, s,y) is represented by a fac-
tor graph composed of four sub-graphs representing the source, code,
modulation and channel.

B) Messages are passed through the resulting factor graph (Sum-Product
Algorithm) in order to obtain the marginals required to make a symbol-
wise MAP decision.

C) The MAP decision is taken based on the calculated marginals.

Observe that the marginals are exact for non-cyclic graphs and not exact
in case of cyclic graphs. In the latter case, step B and C can be performed
iteratively, yielding successively re�ned estimations of ui.

In the next sections we will present the channel model

P (y|s) =
M∏
t=1

P (yt|st)

and the channel codes (P (x|u)) used throughout this dissertation.

2.3 GAUSSIAN FADING CHANNEL MODEL

We consider the following discrete-time complex channel whose complex
output at time t is given by (sampled baseband representation of a passband
continuous time Gaussian channel without Inter-Symbol Interference (ISI)
[Pro00])

Yt = βt
√
d−δSt + Z̃t,

where St is the complex-valued channel input at time t, drawn from some
complex constellation S (e.g, Quadrature Amplitude Modulation (QAM)
[Pro00]); βt denotes the complex process modeling the multiplicative fading;
and Z̃t the complex process modeling the additive noise. It is assumed that
the additive Gaussian noise {Z̃t} are i.i.d. circularly-symmetric complex
Gaussian random variables of zero mean and variance N0 meaning that

Z̃ ∼ NC(0, N0) ⇔ p
Z̃
(z) =

1

πN0
e
− |z|2

N0 (z ∈ C).
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Finally, the real constant d is the distance2 between the transmitting and
the receiving node and δ is the attenuation exponent. The latter is usually
set between 2 (free space communications) and 4 (lossy environments such
as urban areas) [Gol05].

In general, a fast fading process {βt} is modeled as a unit-variance, sta-
tionary, complex-Gaussian process of arbitrary spectral distribution func-
tion, where (βt − β) follows a circularly symmetric complex-Gaussian dis-
tribution (the overline operator denotes mean) [NM93]. However, in this
thesis we assume a block constant fading model (slow fading), where the
gains βt are assume to be constant over each transmitted block of length N .
That is, βt = αl ∀t ∈ {(l − 1)N + 1, . . . , lN}, with l = 1, 2, . . ., where the
process of block gains {αl} is a i.i.d. stationary complex-Gaussian process of
variance 1 and with (αl − α) being circularly symmetric complex-Gaussian
distributed. Notice that, in this case the fading process {βt} is not any
longer stationary. For the sake of notation, within a block we will drop the
sub-index l and denote αl as α.

Furthermore, under the additional assumption of perfect channel state
information (coherent detection), the above channel reduces to

Yt = |α|
√
d−δSt + Zt, (2.18)

where as before Zt ∼ NC(0, N0).

It is also assumed that |α| is Rayleigh distributed as (i.e. the process
{αl} has zero-mean)

p|α|(a) = 2a · e(−a2).

Notice that the complex random variable Y , when conditioned by |α| and
S, remains circularly symmetric and therefore its conditional pdf is given
by

p(y|s, |α|) = 1

πN0
exp

−

∣∣∣y − |α| ·
√
d−δ · s

∣∣∣2
N0

 . (2.19)

To be consistent with the notation used so far, we shall denote the channel
transition probability simply as p(y|s), where the possible conditioning with
respect to |α| is implicitly understood and will be set clear from the context.

2We refer to each paper in the appendix for the particular de�nition of distance
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In the following, we will denote the average Signal-to-Noise Ratio (SNR)
as Es/N0, where Es is the energy per complex dimension of the transmit-
ted symbol st. Moreover, the energy per information bit Eb is given by
Eb = Esρ, where ρ is the spectral e�ciency of the system (in [bits/complex
dimension]).

Before introducing the channel codes used through this dissertation, we
will �rst introduce the channel capacity, that is, the maximum bits per
channel use that can be transmitted through a channel.

2.4 INFORMATION THEORETIC FOUNDATIONS - CHAN-

NEL CAPACITY

Let us �rst start with the non-fading Gaussian channel. This channel
is obtained by letting α = 1 with probability 1 and setting d to 1 in (2.18).
Its conditional pdf is therefore given by

p(y|s) = 1

πN0
exp

(
−|y − s|2

N0

)
. (2.20)

The input sequence S (codeword) to this channel results from encod-
ing and modulating the source binary sequence U ∈ {0, 1}K . Here the
input symbols S of the channel can take any complex value without any
restriction, i.e., S ∈ CN .

Observe that under this assumption of no restriction, the capacity of
the AWGN channel is in�nite (reliable communication can be achieved with
K → ∞ and for any �nite N). This changes by imposing some restrictions
to the input symbols. The most common limitation in the input of such
channels is the average transmitted energy, that is,

1

N

N∑
t=1

|st|2 ≤ Es.

A coding rate R = K/N (or a spectral e�ciency ρ in bits per one-complex
dimension) is said to be achievable for a Gaussian channel with power con-
strain Es if, for all ϵ > 0 and all su�ciently large N , there exist codes
of length N with: codewords satisfying the power constraint; rate not
smaller than R (i.e. with at least ⌈2RN⌉ messages); and error proba-
bility Pe < ϵ [CT06]. The capacity is the maximum of all achievable
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rates. For these channels, Shannon's theorem yields the capacity C in
[bits/channel use or complex dimension] formula [Sha48]

C = max
pS(·):E[|S|2]≤Es

I(S;Y ) = log(1 + Es/N0), (2.21)

where I(S;Y ) denotes the mutual information between S and Y , with E
denoting the expectation of a random variable. The above expression gives
the maximum spectral e�ciency or coding rate that is achievable for the
gaussian channel given a SNR = Es/N0.

The achievability of (2.21) is proved by a Random Coding argument
[CT06]. This implies that with high probability a good code could be ob-
tained by randomly and independently generating each component of the 2K

codewords according to a complex-Gaussian distribution, S ∼ NC(0, Es).
If for practical considerations, the channel symbols were instead drawn uni-
formly from the

S =M2-QAM = [±d,±3d, . . . ,±(M − 1)d]× [±d,±3d, . . . ,±(M − 1)d]

constellation3 with M even and M2 ≫ 2ρ, then one will incur in a penalty
loss of up to 1.53 db in SNR (shaping gap [Jr.92]) as the symbol distributions
are not longer Gaussian. It should be said that this penalty is negligible
for spectral e�ciencies less than 2, and in these cases, it turns out that M2

can be chosen as low as 4 (M = 2). Figure 2.6 shows this fact where the
capacities C (Gaussian distributed input) and CS (Uniformly distributed
input in S) are plotted for multiple signal constellations in the AWGN
channel, as a function of SNR = Es/N0.

On the other hand, for spectral e�ciencies larger than 2, this loss could
still be avoided if for example we partition the N complex dimensions of
a codeword into κ blocks of L complex dimensions (i.e., N = κL for some
large κ and L). Now, a subsequence of L complex symbols belonging to
a codeword is obtained by uniformly drawing a point (vector of 2L real
dimensions) from the set ofM2L lattice points of the integer lattice 2dZ2L+
(d, d, . . . , d) = A, that lay inside a centered sphere

⊕
. In this case d (2d is

the minimum distances between points of A) is chosen so that the average
energy of the lattice points inside

⊕
is satis�ed, i.e.,

3That is, the points of the d > 0 scaled and (d, d) displaced, integer lattice 2Z2 laying
inside of a square of length dM . Notice that the minimum distance between constellation
points d is related to the Es by d2 = 3Es

M2−1
.
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A codeword is then obtained by independently repeating this process
κ times4. The reason for reducing the shaping gap in this case is the
fact [Fis02] that as the dimensionality of the 2L-sphere goes to in�nity,
the distribution induced by projecting in any complex dimension a point
uniformly chosen inside the sphere, converges to the 2 real dimension Gaus-
sian distribution.

Although, the generation of a random code will attain with high prob-
ability a capacity close to (2.21), the encoding and corresponding decoding
will not be computationally feasible for large N . This is the reason to design
well structured codes. For example, for spectral e�ciencies lower than 2 one

4Notice that when L = 1 this selection reduces to the previous component-wise ran-
dom selection.
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uses Convolutional codes, linear block codes, or their iterative counterparts
Turbo codes and LDPC codes, respectively [Moo05]. Similarly, for spectral
e�ciencies larger than 2, good channel codes are obtained by packing the
points of a good AWGN channel coding 2N -dimensional lattice (or sphere-
bound-achieving) inside a sphere. In this sense, one uses Coset codes and
Trellis codes which are analogous to block and convolutional codes, respec-
tively [Jr.92].

Let us now focus in the channel model presented in the previous section.
Under the assumption of block fading, the capacity given in (2.21) is now a
random variable depending on the instantaneous values of |α|2, which are
exponentially distributed (i.e. |α|2 ∈ R+). That is,

C(|α|2Es/N0) = log(1 + |α|2 · Es/N0). (2.22)

Notice that in a block constant fading channel, one codes over a single
block and the notion of channel capacity is in general not well de�ned.
To deal with coding under slow fading, several coding options have been
proposed in the literature [GK12], namely, the compound channel approach
and the outage capacity approach:

• Compound channel approach. This approach consists on coding
against the worst possible channel to guarantee reliable communica-
tion over every possible value of fading. The Shannon capacity under
this coding approach is given by what is called in information theory
the compound channel capacity. In our Gaussian fading model, the
compound capacity reduces to

CCC = inf
|α|∈F

C(|α|2 · Es/N0) = 0,

where F denotes the support of the pdf of the considered fading.
Under our additional assumption of a Rayleigh distribution for |α|,
F = R+ and consequently the above capacity is 0. Therefore, this
approach is useless in our case. The following coding approach should
be used instead.

• Outage capacity approach. In this approach, we transmit at a
some target rate and tolerate some information loss due to low fading
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realizations. We refer to the event of not being able to reliable trans-
mit information due to the fading as outage. If the probability of such
a event is low, then reliable communication can be performed most
of the time. More precisely, if we can tolerate an outage probability
Poutage, then we can communicate at any rate lower than the outage
capacity given by,

Coutage = max
a:P{|α|2<a}≤Poutage

C(a · Es/N0).

Through this dissertation we will use the outage probability as a
benchmark for comparing the performance of di�erent systems.

2.5 CHANNEL CODES

2.5.1 CONVOLUTIONAL CODES

Convolutional codes are linear codes whose encoding can be regarded as
a �ltering (or convolution) operation in F2. Thus, a convolutional encoder
may be viewed as a set of digital (LTI - Linear Time Invariant) �lters with
the code sequence composed by the multiplexed �lter outputs. For the
sake of simplicity only rate-1/n binary convolutional codes are considered,
although the extension to rate-k/n codes is trivial. Nevertheless, we refer
to [Moo05] for an insightful tutorial on convolutional codes.

A rate R = 1/n convolutional code is characterized by a 1 × n matrix
function G(x), referred to as the encoding function matrix. The elements
of G(x) can be polynomial or rational functions and represent the di�erent
digital �lters. An encoder with only polynomial entries in its encoding
function matrix is said to be a feed-forward, FIR or non-recursive encoder.
On the contrary, if G(x) is composed at least by one rational function, the
encoder is said to be feedback, IIR or recursive. If a replica of the input
sequence is kept unchanged in any of the n output sequences, then the
encoder is said to be systematic. For this to happen, one of the elements of
G(x) must be equal to 1. Let us consider the encoding functions

G1(x) = [1 + x+ x3 1 + x+ x2 + x3],

G2(x) = [1 1+x2

1+x+x2
].

(2.23)

It is clear that G1(x) is a non-recursive non-systematic encoder, while G2(x)
is a systematic recursive encoder.
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Moreover, for non-recursive encoders (FIR �lters), it is common to in-
dicate the polynomials as vectors representing the impulse response of the
encoder, e.g., G1(x) = [1101 1111] = [q1 g2], where gj , j = 1, . . . , n
represents the impulse response of the jth digital �lter. Following this no-
tation, the transfer function of any convolutional code is usually written in
octal form. In this case5 G1(x) ≡ (15, 17)8, and G2(x) ≡ (1, 5/7)8.

Regarding the �lter representation of a convolutional code, we de�ne
the constraint length as the maximum exponent of the encoding function
and denote it L. Thus, the number of memory elements v needed for im-
plementing the �lters is determined by the constraint length of the encoder
as v = L− 1. Figure 2.7 shows the set of �lters used to implement G2(x),
where for this particular encoding function, the constraint length is L = 3,
and therefore it has v = 2 memory elements.

D D
u

x1

x2

Figure 2.7: Encoder (set of �lters) for G2(x).

To improve the performance of the convolutional code for short-length
sequences, it is usual to drive the encoder such that all memory elements
�nish the encoding operation containing a zero, i.e. to terminate in the
all-zero state. To this end, for the non-recursive (feed-forward) encoder
(e.g. G1(x)) it su�ces to insert v additional zeros after the input sequence,
although less than v might be needed. However, this strategy is not possible
for the recursive (RSC) encoder due to the feedback. Fortunately, a simple
strategy has been developed in [DP95] which overcomes this problem.

Let us now focus on other representations of convolutional codes. A
convolutional encoder can also be seen as a �nite-state machine. Therefore,
it may be characterized by a �nite state-transition diagram with 2v states,
one per possible values of the memory blocks (see Figure 2.8(a)). The state
diagram represents the connections from states at one time instant to states

5The subindex 8 in the de�nition of the code stands for octal
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at the next time instant. The possible transitions of states are shown by
connecting them by an edge, indicating the input/output that generates
that transition. Although the state diagram completely characterizes the
encoder, one cannot easily use it for tracking the encoder transitions as a
function of time since the diagram cannot represent time history. To solve
this issue, another extremely useful representation is the Trellis diagram
(see Figure 2.8(b)), which adds the dimension of time to the state diagram.
The main advantage of this representation is that �nding a codeword corre-
sponding to a given input sequence is straightforward. By convention, the
�rst state is always the zero state. To move through the trellis, one has to
start in this �rst state, and depending of the input value (0 or 1), move to
the next state from left to right. In Figure 2.8 these two representations
are shown for G2(x). This encoding function leads to a state-machine with
2v = 4 di�erent states.

0/01

0/00

1/11

1/10
1/10

0/01

0/00

1/11

11

10

00

01

(a) State diagram.
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00
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0/00

1/11

1/10

0/01

0/00

(b) Trellis.

Figure 2.8: State diagram and Trellis representation of G2(x).

Finally, another useful representation is through the factor graph de-
scribing the factorization of the encoding (global) function P (x|u), i.e. the
probability function taking value 1 if a codeword is associated to the input
sequence and 0, otherwise. This factorization can be used for decoding by
executing the SPA on it, as we will next explain.
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2.5.1.1 Decoding Convolutional Codes

Several algorithms have been developed for decoding convolutional codes.
The most widely used is the Viterbi algorithm, which is a maximum likeli-
hood sequence estimator (an illustrative example can be found in [Moo05]).
Another decoding algorithm is the symbol-wise MAP decoder frequently
referred as the BCJR algorithm, which takes its name from its inventors
Bahl, Cocke, Jelinek and Raviv (BCJR [BCJR74]). In many aspects, the
BCJR algorithm is similar to the Viterbi algorithm. However, the Viterbi
algorithm results in an overall decision on an entire sequence of bits (or
codeword) at the end of the algorithm, and there is no way of determining
the reliability of the decoder decisions on the individual bits. The BCJR
algorithm, on the other hand, computes soft outputs in the form of pos-
terior probabilities for each of the message bits [Moo05]. This fact makes
the BCJR algorithm ideally suited for decoding iterative codes, as in the
latter, the soft decisions on the individual bits are needed to be passed to
the other compounding codes.

Finally, executing the SPA over the associated factor graph also leads to
an e�cient and exact symbol-wise MAP decoding. Moreover, we will next
show that the latter is equivalent to the BCJR algorithm.

Consider a rate-1/n convolutional code. Thus, at each instant i (i =
1, . . . ,K), for the input bit ui the encoder generates the n-length sequence
xi. We denote yi to the n channel observations associated to xi. Regarding
the states of the convolutional code, at each i the state of the encoder is
set to Φi. We denote Q = 2v, where v is the memory of the encoder, to the
total number of states (i.e. Φi ∈ Q). It is assumed that the encoder starts
in the zero-state and when the encoder is terminated, the last state, namely
ΦK , is also the zero-state. Otherwise, it is assumed that the encoder could
terminate in any state with equal probability. The sequence of states asso-
ciated with the input sequence is {Φ0,Φ1, . . . ,ΦK}. In a concrete instant
i+1, there is a transition from state Φi = p to state Φi+1 = q. The unique
input ui which causes this transition is denoted by u(p,q), and the output
by x(p,q).

The goal of the decoder is to determine the symbol-wise posterior prob-
abilities of the input PUi(b|y), that is, the probability that the input at
instant i takes on some value b ∈ {0, 1} given the entire received sequence
y. As seen in section 2.1, this probability can be obtained by marginaliz-
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ing the joint probability p(u,x,y), which can be e�ciently computed by
running the SPA through the factor graph.

Consider the factor graph depicted in Figure 2.9, where for simplicity the
input sequence is only three bits long. The states are typically considered
hidden, as they are not directly observable. Thus, they are depicted in
the factor graph as double circles. The local functions Ti(ϕi, ϕi+1, ui,xi)
describe the transitions allowed in the Trellis, indicating which combination
of variables in its argument are valid, that is,

Ti(ϕi, ϕi+1, ui,xi) =

1
[
for ϕi = p and ϕi+1 = q, then ui = u(p,q) and xi = x(p,q)

]
.

Observe that the associated factor graph does not have cycles, and there-
fore, the exact marginal probability PUi(b|y) will be computed after one
iteration.

U0 U1 U2

Φ0 Φ1 Φ2 Φ3

T0 T1 T2

Encoder Inputs

State variables

Encoder Outputs X0 X1 X2

Figure 2.9: Factor graph of a convolutional code

Consider now the message passing algorithm starting at the left end
of the factor graph. Table 2.1 shows all the messages together with their
meaning. To begin with, nodes representing Φ0 andX0 send their respective
messages. Note that µT0→Φ0(ϕ0) is actually known since the convolutional
encoder starts in the zero-state. Moreover, if the convolutional code is
forced to terminate in the all zero-state, then µΦK→TK−1

(ϕK) is also known.
Nevertheless, the corresponding nodes will be left as a variable nodes. At
this point, the node T0 has messages from all but one of its edges and can
send out a message.

µTi→Φi+1(ϕi+1) =
∑

∼ϕi+1

Ti(ϕi, ui,xi, ϕi+1)µTi→Φi(ϕi)µXi→Ti(xi) (2.24)
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Equivalently, starting at the right and working backwards, the message
passing rules yields

µΦi→Ti(ϕi) =
∑
∼ϕi

Ti(ϕi, ui,xi, ϕi+1)µXi→Ti(xi)µΦi+1→Ti(ϕi+1) (2.25)

Having computed the µTi→Φi+1(ϕi+1) and µΦi→Ti(ϕi) at a node Ti, we can
now compute the message to be sent to ui as

µTi→Ui(ui = b) =
∑
∼ui

Ti(ϕi, ui = b,xi, ϕi+1)µTi→Φi(ϕi)·

· µXi→Ti(xi)µΦi+1→Ti(ϕi+1) (2.26)

The last equation correspond to the marginal probability PUi(b|y) and it is
used to estimated the source bits.

Finally, if the messages through the factor graph are renamed according
to Table 2.1 (Figure 2.10 shows these messages in the corresponding edge
of the graph), the SPA yields the BCJR algorithm as described in [Moo05,
Section 14.3.7], which shows the optimality of the SPA applied in cycle-free
factor graphs.

Message Meaning BCJR Designation

µTi→Φi+1(ϕi+1) P (Φi+1 = ϕi+1,y1, . . . ,yi) α(ϕi+1)
µXi→Ti(xi) P (xi|yi) γ(xi)

µΦi+1→Ti(ϕi+1) P (Φi = ϕi,yi+1, . . . ,yK) β(ϕi+1)
µTi→Ui(ui = b) PUi(b|y) δ(ui = b)

Table 2.1: Message meaning and BCJR designation.
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Ti

Ui

Φi Φi+1

α(φi) α(φi+1)

β(φi) β(φi+1)

δ(ui)

Xi

γ(xi)

Figure 2.10: Message designation for the BCJR algorithm.

2.5.2 LOW-DENSITY PARITY-CHECK (LDPC) CODES

Let us �rst de�ne the basics of a linear block code C. A generator
matrix G is a K × N matrix of rank K consisting of a set of linearly
independent binary vectors. This set forms a basis for C; that is, {C =
uG, ∀u ∈ GF (2)K}. Thus, a codeword x can be obtained as x = uG.
Analogously, the code C can be seen as the null space over GF (2) of the
parity-check matrix H that ful�ls HG = 0. Hence, we have that

xHT = 0 ∀x ∈ C.

If we denote the parity matrix as

H =


h1

...

hN−M

 ,
the equation xhTi = 0 is said to be a linear parity-check constraint on the
codeword x. We use the notation zm = xhTi and call zm a parity check or,
more simply, a check. Finally, we de�ne the weight of a binary vector as the
number of non-zero elements in it. Then, the column weight of a column of
a matrix is the weight of the column; similarly for row weight.



30 CHAPTER 2. Preliminaries

Having posed the above de�nitions, a Low-Density Parity-Check (LDPC)
code is a linear block code with a very sparse6 parity-check matrix H. For
reasons to be made clear below, the parity check matrix should also be
such that no two columns have more than one row in which elements in
both columns are nonzero (this corresponds to cycles of length four in the
corresponding graph). Typically, N is taken to be quite large (such as
N > 10000) while the column weight is held at around 3 or 4, so the den-
sity of 1s in the matrix is quite low (a column weight of 2 has been found
to be ine�ective [Mac99]).

An LDPC code is said to be regular if, in the parity check matrix, the
column weights are all the same and the row weights are all the same.
On the other hand, a LDPC code is said to be irregular if it has a parity
check matrix in which the column weight (resp. row weight) may vary from
column to column (resp. row to row). It is worth mentioning that the
best known LDPC codes are irregular; and gains up to 0.5 dB compared
to regular codes are attainable [RU08]. Thus, the correct choice of a good
parity-check matrix is crucial for the performance of the system.

Once the parity-check matrix is built, the construction of the corre-
sponding generator matrix G is not an easy task [RU08]. Fortunately, in
some cases, there are two main ways to avoid the construction of G: i) to
assume, due to the linearity of the code, that the transmitted codeword is
always x = 0, i.e., the all zeros codeword; ii) to generate random codewords
and compute zm = xhTm, m = 1, . . . , N −M . In this case, the matrix H no
longer generates the null space since most of the checks zm ̸= 0. However
the decoding algorithm can be easily adapted in order to take into account
the new values of zm [Mac03]. In this thesis we use the latter approach in
Paper III.

Moreover, since the topic of this thesis is not focused on the construction
of such good matrices, we opt to use the weight distributions already veri�ed
in [IPG] and we generate both G and H through the open software o�ered
in [Mac]. We refer to [RU01] for an insight on the construction of parity-
check matrices which lead to LDPC codes with very good performance and
to [RU08] for further information on LDPC coding techniques.

6A matrix is said to be sparse if the proportion of non-zero entries is less than 1/2.
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2.5.2.1 Decoding LDPC codes

Let us start de�ning some notation in order to be consistent with the
notation used in the literature. Bits are indexed by n or n′ (e.g., xn′) and
the checks are indexed by m or m′ (e.g., zm). We denote the set of bits n
that participate in check m by Nm , {n : Hmn = 1}. Thus, we can write
the mth check as zm =

∑
n∈Nm

xn. Similarly we denote the set of checks in

which bit n participates, Mn , {m : Hmn = 1}. We denote a set Nm with
bit n excluded by Nm \ n. Finally, for the sake of clarity, in some cases we
opt to write P (x = b) instead of PX(b), with b ∈ {0, 1}.

In addition, we simplify the symbol-wise MAP rule as follows: We omit
the use of the modulator φ and s; we consider X = {0, 1}; and, as the
encoder is an invertible function, we aim at estimating the transmitted
codeword x̂.

Therefore, the rule in (2.10) is now given by

x̂t = argmax
xn∈{0,1}

∑
∼xn

p(y,x). (2.27)

For memoryless channels, the above probability can be further factorized as

p(y,x) = 1 [z1 = 0, z2 = 0, . . . , zM = 0]

N∏
n=1

p(yn|xn). (2.28)

where the indicator function represents whether the sequence x belongs to
the code or not, i.e., x ∈ C.

We now expand the indicator function of the above equation as

1 [z1 = 0, z2 = 0, . . . , zM = 0] =

M∏
m=1

1 [zm = 0] (2.29)

Although not explicitly show, it is clear that 1 [zm = 0] is a function of the
encoded symbols Xn ∈ Nm. Finally, combining (2.28) and (2.29) we have
that the joint probability of (2.27) is given by

p(y,x) =

M∏
m=1

1 [zm = 0]

N∏
n=1

p(yn|xn) (2.30)
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and its factor graph representation is shown in Figure 2.11, where, with a
little abuse of notation, we have denoted 1 [zm = 0] as zm and p(yn|xn = b)
as pn(b).

Observe that the factor graph corresponding to (2.29) also represents
the parity-check matrix. That is, the factor nodes zm (also known as check
nodes) and the variable nodes Xn (known as bit nodes) represent the rows
and columns of H, respectively. Each of the edges in the graph represent
that the nth bit is involved in the mth check, i.e., that Hmn = 1. The graph
associated with the parity check matrix H is also called a Tanner graph.

Now, the symbol-wise MAP rule (2.27) can be e�ciently computed by
applying the SPA described in Section 2.2 in the factor graph representing
the joint probability (Figure 2.11). Table 2.2 shows the di�erent messages
passed over the factor graph with its respective meaning. If the factor
graph is a tree7 (that is, cycle-free), the SPA yields an exact symbol-wise
MAP rule computation. However, it was shown in [RU08] that �nite-length
tree-like LDPC codes have bad performance (due to the large number of
codewords of weight 2).

Fortunately, thorough analysis of large-cycle graphs have shown that
the approximate algorithm still provides e�ective decoding capability and
that the complexity of the decoding is linear in the code length [RU08].
Nevertheless, it is crucial to remove the 4-length cycles from the graph (and
consequently from the matrix H), since they strongly degrade the decoding
performance [RU08]. Therefore, as mention above, the parity check matrix
should be such that no two columns have more than one row in which
elements in both columns are non-zero.

Message Meaning

µzm→Xn(xn = b) P (zm = 0|y, xn = b)
µXn→zm(b) P (xn = b|y, {zm′ = 0}m′∈Mn\m)

µpn→Xn(xn = b) P (yn|xn = b)

Table 2.2: Messages in the factor graph and their respective mean-

ing.

7It is shown in [RU08] that when N → ∞, the graph is in fact a tree, i.e., the
probability of having a cycle in the graph tends to zero.
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Figure 2.11: Factor graph representing the joint probability of

(2.27) and the associated messages.

At this point, the iterative decoding algorithm is initialized by setting

µXn→zm(b) = µpn→Xn(b) = p(Yn = y|Xn = b).

That is, the conditional probability on the checks is set to the channel
likelihood probability. Then, all the messages in the factor graph are com-
puted as described in Section 2.2 (one iteration). After every iteration, the
posterior probability of each encoded symbol xn is computed as

P (xn = b|y, {zm}m∈Mn) = µpn→Xn(b) ·
∏

m∈Mn

µzm→Xn(b). (2.31)

These posterior probabilities are used to make decisions on b: if for b = 1
(2.31) is larger than 0.5, then a decision is made to set x̂n = 1; and x̂n = 0,
otherwise. Finally, if xHT = 0, that is, all checks are simultaneously sat-
is�ed, the decoding is �nished. Otherwise, the algorithm performs another
iteration. If the halting condition is not ful�lled after a given number of
iterations, the algorithm stops and a decoding error is declared.

After having described the channel codes used in this work, we now
present a short introduction to network coding, as in the next chapters we
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will present papers that design joint network-channel coding schemes to
improve the error correction in wireless relay networks.

2.6 NETWORK CODING

Layered architecture models, as the Open Systems Interconnection (OSI)
basic reference model [Zim80], allow to handle the complexity of large com-
munication networks. Each layer ful�ls its speci�c tasks and delivers a more
abstract and simpler model of the network to its upper layer. This allows
to split the design of the communication network into several easier design
problems. Nevertheless, a layered design approach can be in general subop-
timal in comparison to a cross-layer design approach, where several layers
are designed jointly, as it was shown in [Hau08].

The basic idea of network coding is that the intermediate nodes in a
network are not only allowed to route but also to perform simple coding
operations, as for example, the combination of the incoming data. Net-
work coding was �rst proposed to operate in the network layer (see OSI
model [Zim80]), once the channel coding had transformed the noisy point-
to-point links into error free links [ACLY00]. Although in a unicast network
(one source and one sink) routing the information allows to achieve the
maximum throughput (Max-Flow Min-Cut theorem [FF56]); it was shown
in [ACLY00] that in multicast networks (one source, several sinks) it is,
in general, necessary to perform network coding to achieve the multicast
capacity.

The canonical example for the superiority of network coding over rout-
ing in multicast networks is the "Butter�y Network" [ACLY00], which is
depicted in Figure 2.12. In the example, the source S wants to transmit
both bits u1 and u2 to both sinks D1 and D2. Each of the error-free links
can transmit (receive) only one bit per time-unit per outgoing (incoming)
channel. As shown in Figure 2.12 (left), if network coding is not allowed, 5
time instants are needed to transmit both bits from the source to the sinks.
On the other hand, if network coding is allowed, in the third time instant,
the bottleneck node B can combine both incoming bits using a modulo-2
addition into the bit u3 (i.e. u3 = u1 ⊕ u2) and transmit it. Afterwards,
the node C transmits u3 to both sinks. Finally, the sinks can recover the
remaining bit (u2 the sink D1 and u1 the sink D2) by performing another
modulo-2 addition between the two received bits (i.e. u2 = u1 ⊕ u3 and
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u1 = u2 ⊕ u3). This process is depicted in Figure 2.12 (right). Therefore,
in the latter case all links are used only once, saving one time instant.
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Figure 2.12: Example of superiority of network coding over routing.

2.6.1 NETWORK AND CHANNEL CODING

In the previous part of this section we have shown the throughput gain
obtained by using network coding in error-free links. Now, we will consider
networks with noisy point-to-point links [TF04]. To protect the information
against errors, channel coding has to be considered. We now describe the
two possibilities for combining network coding and channel coding, namely,
Separated or Joint network-channel coding.

2.6.1.1 Separated Network-Channel Coding

In general, in the separated network and channel coding approach, the
channel coding is performed in the physical layer (lowest layer of the OSI
model) to protect the point-to-point links from errors, whereas the net-
work coding is independently computed in the network layer to increase the
throughput. In particular, for AWGN channels the channel coding aims
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at converting the physical channels into error-free channels. This could be
achieved for example by using a su�ciently low rate. Observe that the ex-
ample mentioned above (Figure 2.12) would be a particular case, in which
the channel coding has converted the noisy point-to-point links into error-
free links; and hence, the network layer works over error-free links. Figure
2.13 shows the separate network-channel coding scheme performed at the
node B of the previous example.

Channel

Decoder

Channel

Decoder

⊕

Channels

Channel

Encoder

u1 u2

u3

Network Encoder
Network

Layer

Physical

Layer

Figure 2.13: Separated Network-Channel coding scheme.

However, for channels with fading, if a link is in a deep fade the channel
code will not be able to correctly decode the message. Therefore, instead of
converting the point-to-point channels into error-free channels, the channel
coding will convert them into erasure channels. That is, the decoder will
pass either an erasure, if the channel was in a deep fade; or hard decisions
of the received bits, otherwise.

2.6.1.2 Joint Network-Channel Coding

Joint network coding and channel coding is a more general approach
than separated network-channel coding. Instead of splitting the overall
problem into two separated tasks, error protection and network information
transfer are considered jointly. That is, instead of guaranteeing the error-
free transmission for each point-to-point link, we are only interested to
guarantee error-free decoding at the nodes. In this sense, if a node has more
than one incoming link, error-free decoding at the sink can be possible even
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if error-free decoding of the point-to-point links is not possible. Hence, joint
network-channel coding is useful, if the network code contains redundancy.

Analogous to joint source-channel coding where the remaining redun-
dancy after the source encoding helps the channel code to combat noise,
joint network-channel coding allows to exploit the redundancy in the net-
work code to support the channel code for a better error protection. To that
end, we will perform joint network-channel decoding by iteratively passing
soft information between channel decoders and the network decoder.

While a separated network-channel coding approach seems su�cient for
wireline networks, a joint network-channel coding approach is required for
e�cient information transfer in wireless networks with broadcast transmis-
sions [EMH+03].

Finally, in the papers presented through this dissertation we will show
the usefulness and the design of joint network-channel codes for speci�c
wireless relay networks. We will show that the proposed joint network-
channel coding schemes outperform not only the separate approach but
also the joint schemes found in the literature.
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CHAPTER 3

Joint Network-Channel Coding
Schemes for the

Multiple-Access Relay channel

In this chapter we �rst brie�y introduce the Multiple-Access Relay Channel
(MARC) and present the main advantages of performing network coding on
this network. Following, the state of the art regarding the design of joint
network-channel codes for the Time-Division Decode-and-Forward Multiple
Access Relay Channel (TD-DF-MARC) is presented. Finally, we conclude
the chapter with an insightful review of the main contributions of Papers
I and II (Appendix A and B, respectively), where two novel joint network-
channel schemes are proposed.

3.1 MULTIPLE ACCESS RELAY CHANNEL

The Multiple Access Relay Channel (MARC) is a communication sce-
nario where several information sources forward data to a single common
destination with the help of an intermediate relay [KW00]. As an example,
consider a wireless cellular network where a relay station helps to transmit
data to a base station, as depicted in Figure 3.1.

In order to survey the di�erent types of MARC channels proposed so
far in the literature, we �rst start with some de�nitions. If a node can both

39
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User 1

User 2

User N

Relay Destination

Figure 3.1: Example of a Multiple Access Relay Network.

transmit and receive at the same time instant, it is said that the node works
in full duplex mode. On the other hand, if at a given time instant a node
can only transmit or receive data, it is said that it works in half duplex
mode. In addition, it is often convenient to divide the total transmission
time used by the system in di�erent orthogonal time slots, and then, assign
the transmission times of each of the compounding nodes to the di�erent
time slots.

Thus, in this scenario, the relay can work either in full [KW00,KGG05]
or half duplex mode. For the half duplex mode, the following transmis-
sion strategies have been proposed: i) the Constrained MARC (C-MARC
[SKM04]), where the sources transmit during the �rst time slot and coordi-
nate with the relay during the second time slot by transmitting information;
ii) the Orthogonal MARC (O-MARC, see [SLPM07, SLMP11]), where the
sources and the relay transmit over two orthogonal channels; and iii) the
Time-Division MARC (TD-MARC, see [HSOB05]), where both the sources
and the relay convey their data using three orthogonal channels, i.e. for
two sources the total transmission time is divided into three time slots, one
for each transmitting node.

On the other hand, during the last decade the well-known relaying
strategies Decode-and-Forward (DF), Compress-and-Forward (CF) and Am-
plify and Forward (AF) originally developed for the conventional relay
channel [CG79] have been applied to the aforementioned MARC models
in a number of contributions (see e.g. [KW00, KGG05, SKM04, SLPM07,
SLMP11] and references therein).



Multiple Access Relay Channel 41

Regarding the implementation of our proposed coding schemes, a Time-
Division multiplexing strategy has been considered. Although a time-division
scheme involves a suboptimal use of the available bandwidth, it allows for an
easier implementation in practical systems thanks to the use of half-duplex
relays and the lack of stringent synchronization constraints. Similarly, the
DF strategy is preferred over the CF and AF as it o�ers a higher code design
�exibility. Therefore, in the following we focus speci�cally on the 2-user TD-
MARC with a DF relaying strategy (hereafter coined as TD-DF-MARC).
Before reviewing the practical schemes proposed in the literature for the
TD-DF-MARC, we �rst present, with the aid of an illustrative example,
the advantages of performing network coding in wireless MARCs.

3.1.1 NETWORK CODING IN MARCS

As mentioned in Chapter 2, Section 2.6, in fading environments (i.e.
wireless channels) the network coding becomes a very powerful tool for
increasing the diversity in the system. The following example shows how, if
network coding is used, the data from the sources can be recovered at the
destination even if one of the links su�ering from block fading is in a deep
fade.

In this context, we consider a TD-MARC as depicted in Figure 3.1 for
N = 2 (i.e. a 2-user MARC). We assume the channels ending at the relay
are error-free, whereas the three channels ending at the destination are
independent random block fading channels. Finally, we consider a separate
network-channel coding scheme, which means that the decoder will pass to
the network layer either an erasure, if a link is in a deep fade, or otherwise
a hard decision of the transmitted bits (see Chapter 2, Section 2.6).

As depicted in Figure 3.2, bits u1 and u2 from sources S1 and S2, respec-
tively, are transmitted to the destination with the aid of the relay R. Thus,
in the �rst time slot source S1 broadcasts u1, which is received by both
the relay and the destination. Similarly, during the second time slot, the
source S2 broadcasts u2. In the third time slot, the relay performs network
encoding and transmits uR = u1 ⊕ u2 to the destination. Therefore, after
the three time slots, the destination node can recover both bits even in the
case where one of the three channels was in a deep fade (i.e. the channel
was erased).
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Figure 3.2: Example of diversity gain over a 2-user time-division

MARC.

Motivated by the previous example, several works have shown how the
redundancy provided by network coding can be used to help the channel
code to improve the error protection. This is done by blending together
controlled redundancy for forward error correction and in-network mixing
of input data at the relay. In this context, we next present several recent
contributions on joint network-channel coding schemes for TD-DF-MARC
subject to �at fading.

3.2 STATE OF THE ART ON TD-DF-MARC

In [HSOB05] a joint network-channel coding scheme for TD-DF-MARC
was �rst considered. The authors proposed distributed regular LDPC codes
as the joint network-channel code at the relay node, where the destination
jointly decodes the messages from the sources with the aid of the infor-
mation sent from the relay, as opposed to [CKL06] where the two messages
transmitted from the sources are separately decoded. In [HD06] the authors
follow the same idea by proposing a turbo-code-based joint network-channel
coding scheme. Parallel to these proposals, the authors in [NNLN07] pro-
pose a similar scheme for high-order modulations. More recently, a joint
coding scheme based on WiMax LDPC codes was presented in [CHZK09],
whereas in [YW10, IIO11] two schemes based on turbo codes were inves-
tigated. Furthermore, some joint non-binary coding schemes have been
recently reported in [XS09] (non-binary network coding) and [GHW+09]
(non-binary network and channel coding). Finally, in [YK07, ZKBW09]
the authors propose a joint network-channel coding scheme where the relay
transmits the soft values resulting from its decoding procedure over AWGN
channels.
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Motivated by the works presented above, we developed two joint network-
channel coding schemes for the TD-DF-MARC [HCD11, HCD12]. In Pa-
per I (Appendix A, [HCD11]) we propose a scheme which combines Bit-
Interleaved Coded Modulation (BICM) [FMC08] based on non-binary LDPC
codes (also known as GF (2q)-LDPC) [DM98], along with the linear combi-
nation of blocks of data at the relay. In Paper II (Appendix B, [HCD12])
the relay linearly combines � over a non-binary �nite �eld � the already
convolutionally encoded sequences from the source nodes. In both cases
the iterative decoding procedure at the common destination is performed
by running the Sum-Product Algorithm (see Chapter 2) on the factor graph
describing the proposed joint network-channel code. We next present the
main contributions of both papers.

3.3 MAIN CONTRIBUTIONS

3.3.1 PAPER I

In this paper we propose the use of a BICM scheme consisting of the
concatenation of a non-binary LDPC code, a pseudorandom interleaver and
a symbol mapper, for joint network-channel coding over the 2-user quasi-
static �at-fading TD-DF-MARC. Figure 3.3 shows the schematic of each
source. We refer to Appendix A for the notation used in the �gure.
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Figure 3.3: Schematic diagram of the transmitter for source Si,

with i ∈ {1, 2}.

The output of the symbol mapper at each sender is then broadcasted to
the relay and the destination during its corresponding time slot. During the
third time slot, the relay decodes the messages from both transmitters by
employing a BICM iterative decoder (BICM-ID) [FMC08], which exchanges
information between a soft demapper and the corresponding channel de-
coder. Once the received sequences have been correctly decoded, the relay
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combines the estimated symbols into a single signal by employing the afore-
mentioned BICM scheme, and transmits the resulting joint network-channel
coded sequence to the distant receiver.

After receiving all the transmitted sequences, the common destination
decodes and estimates both source messages. The iterative decoding pro-
cedure at the common destination is based on iteratively exchanging soft
information between a pair of BICM-ID through a joint soft channel demap-
per, which is detailed by means of factor graphs and the Sum-Product Al-
gorithm (SPA). Figure 3.4 shows the factor graph of the joint decoder at
the destination.

Extensive Monte Carlo simulations were carried out by considering a va-
riety of overall spectral e�ciencies ρs [bits per complex dimension]. Based
on such simulation results it is concluded that the proposed approach per-
forms signi�cantly close to the corresponding outage probability (whose
derivation is shown in Appendix F).

However, the performance gain provided by GF (2q)-LDPC codes comes
together with an increase in the decoding complexity. A straightforward
implementation of the SPA has complexity O(N · 22q), where N denotes
the block length; this can be reduced to O(N · q2q) by performing a Fourier
domain implementation of the SPA [DM98]. Recently, the computational
load has been reduced to O(N ·nm2nm), with nm << q [VDV+10]. However,
since the values of q in this paper are small, the Fourier-domain SPA has
been used for decoding.

Even though it is not shown in the paper, the proposed scheme is closer
to its corresponding outage curve than the previous schemes to their cor-
responding ones. However, we did not consider including this compari-
son since the block length of the transmitted sequences was considerably
higher than the one in the other schemes. This drawback, together with the
high complexity of non-binary LDPC codes, were the main motivations to
continue improving the proposed scheme. Thus, we chose to consider the
convolutional codes as channel codes. The main motivations for this choice
were that: i) The capability of convolutional codes to be terminated allowed
the transmission of short-length codewords (see Chapter 2, Section 2.5.1);
and ii) Due to their non-iterative nature, the use of convolutional codes al-
lowed for an easier traceability of the performance of the joint code through
iterations. These considerations gave rise to the paper that is presented
next.
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Figure 3.4: Factor graph of the proposed joint network-channel

code for source S1. 1 [·] denotes the indicator function,
whereas x ⊥ HT

z stands for orthogonality between vec-

tor x and compounding non-binary LDPC parity-check

matrix Hz, with z ∈ {1, . . . , N −K} (see Appendix A).

3.3.2 PAPER II

In this paper we propose a scheme that considerably reduced, with re-
spect to the previous paper, the complexity of the encoders, since simple
convolutional codes are used as channel codes. Observe that the complexity
of the decoder at the relay is also reduced as it does not need to perform it-
erations in order to decode. After decoding the messages received from both
sources, the relay linearly combines them over a non-binary �nite �eld (i.e.
GF (2q), q ∈ N), and forwards the obtained sequence to the destination.
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The iterative decoding procedure at the common destination is per-
formed by running the SPA on the factor graph describing the proposed joint
network-channel code, which is compounded by three sub-factor graphs: two
describing the channel codes of each source, and a third describing the net-
work coding operation performed at the relay node. Figure 3.5 shows the
factor graph where the oversize check nodes represent the global function as-
sociated to the network coding performed at the relay. Through the paper,
this function is factorized yielding the graph of Figure 3.6 that represents
its factorize version. Finally, in both �gures the messages of the SPA (i.e.
the local probabilities) are also shown.
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Figure 3.5: Factor graph of the proposed joint network-channel

code.

The key contributions of this scheme over the state of the art on this
topic are as follows:

• The proposed scheme does not perform channel coding on the already
network-coded bits, reducing the complexity at the relay node without
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compromising performance. To our knowledge, all practical schemes
for fading channels found in the related literature1 perform channel
coding on the already network-coded bits.

• It is shown that a tailored selection of the set of coe�cients used
in the network coding operation, namely, the Network Coding (NC)
coe�cients, outperforms a random choice as done in [GHW+09]. This
selection is performed by matching the EXtrinsic Information Transfer
(EXIT, [Ten99, Hag04]) functions of the compounding codes on the
EXIT chart.

• Contrary to previous literature, the proposed joint network-channel
code allows the sources to use completely di�erent channel codes, at
the sole expense of an increased complexity when choosing the NC-
coe�cients through EXIT-curve matching.

1In [YK07] a similar coding procedure at the relay is proposed; however, their study
is restricted to AWGN channels and binary network coding.
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• The work presented here considers convolutional codes at both source
nodes. As a consequence of the previous point, both convolutional
codes can be independently terminated. This fact allows us to use very
short-length codewords, making the scheme particularly attractive for
low-latency applications.

Finally, regarding the performance of the system, Monte Carlo simula-
tions show that the proposed scheme outperforms, in terms of its gap to the
corresponding outage probability upper bounds (see Appendix F), the pre-
viously published schemes for all the scenarios (see Table 3.1). Moreover,
the proposed system achieves these results by using short-length codewords:
144 complex dimensions per use of TD-DF-MARC in contrast to the 2176
utilized in [CHZK09], the 6000 utilized in [HSOB05, HD06] or the 27000
utilized in Paper I ( [HCD11]), which makes our proposal particularly at-
tractive for low-latency applications.

Table 3.1: Gaps to the outage probabilities in dB for a 2-memory

block convolutional code and a network coding over

GF (23).

Scenario q=3, CC2 [HCD11] [HSOB05] [HD06] [CHZK09]

A 1.39 dB - 3.4 dB 2.7 dB -

B 1.64 dB 1.7 dB - - 4.8 dB

C 2.04 dB - - 5.2 dB -



CHAPTER 4

Joint Network-Channel Coding
Schemes for Multihop Wireless

Networks

This chapter contains a comprehensive overview of the Multihop networks
and an knowledgeable review of the coding scheme known as Progressive
Network Coding. To conclude, the main contributions of Papers III and
IV (Appendix C and D, respectively), where two novel coding schemes are
proposed, are summarized in the subsequent sections.

4.1 MULTIHOP WIRELESS NETWORKS

Multihop transmission in mesh networks is an e�ective method for es-
tablishing connectivity between the nodes of a network where direct trans-
mission is not feasible or power e�cient. In a multihop network, the
data transmission between the source and the corresponding destination
is realized with the aid of a certain number of intermediate nodes (re-
lays). Since the pioneer work of Ahlswede et al. [ACLY00], where the
term Network Coding was coined, several works have focused on improv-
ing the throughput through multihop networks. Theoretical studies such
as [LYC03,KM03,EMH+03] have proposed several di�erent approaches for
network coding. These works have been followed by practical network cod-
ing schemes as in [KRW+08].
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In the general context of multihop transmission in mesh networks, we
speci�cally consider pure mutihop networks where a straight-line geometry
and unity distance between two consecutive nodes is imposed. Although
simple, the line network is not unrealistic since after a route is found from
the source to the destination (for example by using the relay selection algo-
rithm proposed in [BB10]), the relay nodes along the route form essentially
a line network. Nevertheless, the straight-line geometry assumption is a bit
rigid, but it is imposed in order to easily compute the distances between
nodes and evaluate the corresponding signal attenuations. We further con-
sider the Decode-and-Forward (DF) decoding strategy, where at each inter-
mediate node the received signal is decoded, re-encoded and forwarded. In
order to avoid possible interferences in the network, we also impose the sys-
tem to work in Time-Division-Multiple-Access (TDMA) mode. Thus, the
total available transmission time is divided into several orthogonal time-
slots, one for each node.

In addition, the nodes are assumed to work in Half-duplex mode; hence,
a node can either receive or transmit data, but not both at the same time.
Besides, is it also assumed that the nodes have only one omnidirectional
and forwards-oriented transmitting antenna so that data are transmitted
in a progressive way, i.e. one node can listen to all the previous nodes but
not to the following ones. Finally, due to the wireless nature of the signals,
Rayleigh fading and path loss attenuation is considered. Figure 4.1 depicts
the considered multihop wireless network.

1 j − 1 j D

Relays

s m

Figure 4.1: The considered Multihop Wireless Network.

These networks have been the focus of an intense research in the re-
cent years (e.g. [BB10,MMJV+10,WMG10] and reference therein). Among
the several theoretical aspects, the problem of �nding the optimal route
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through the one-dimensional multihop network was addressed in [BB10]
where e�cient-routing protocols, for a variety of power allocations in the re-
lay nodes under fading conditions, are proposed. Moreover, in [MMJV+10]
an analytical expression for the end-to-end average bit error rate from the
statistical point of view is presented, whereas in [WMG10] the authors de-
veloped a uni�ed framework for evaluating the exact ergodic capacity of the
considered network.

In this work two joint network-channel applied to pure multihop net-
works are presented. Although a �urry of research has been developed in
theoretical analysis of these networks, to the knowledge of the authors, only
a reduced number of works have addressed joint network-channel coding so-
lutions, aside from the traditional repetition-forward. One of such practical
schemes was proposed by Bao et al. in [BL06] and named by the authors
as progressive network coding. For comparison purposes with our schemes,
we next review their proposed progressive network coding system.

4.2 PROGRESSIVE NETWORK CODING FOR MULTIHOP

WIRELESS NETWORKS

Progressive network coding [BL06] was proposed as an extension of
coded cooperation [HN02] to multihop networks. This scheme allows each
relay node in the network: to gather all the messages transmitted from pre-
vious nodes, to jointly decode segments, to re-encode messages and �nally
to transmit a di�erent (sub-) codeword. In other words, at each hop, the
network code is strengthened by including new parity bits and additional
checks. The destination receives all the (sub-)codewords from the original
source as well as those from each and every participating relay and per-
forms the SPA algorithm over the factor graph describing the entire coding
scheme. Due to the nature of progressive network coding, it requires the
code to be �exible, or more precisely, to seek a family of rate-compatible or
structurally-embedded codes.

To that end, the authors in [BL08] proposed the use of distributed lower-
triangular low-density parity-check (LT-LDPC) codes. The parity check
matrix of a systematic LT-LDPC code consists of two parts, a sparse (and
random) matrix P on the left and a sparse lower triangular matrixQ with all
ones in the main diagonal on the right, i.e. H = [P Q]. Adapting this code
in the progressive network coding framework, the H matrix is decomposed
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to sub matrices, such that each node uses the sub matrix corresponding to
the previous node to decode the data and use the submatrix corresponding
to itself to encode and generate a new set of parity bits. Figure 4.2 shows
parity-check matrix H as seen at the destination. The submatrices for
decoding at each node are obtained from the matrix H as shown in the
�gure.

Figure 4.2: Parity-check matrix at the destination of the scheme

proposed in [BL06]. The submatrices for each relay

node are also shown.

To conclude, Figure 4.3 shows the associated factor graph used for de-
coding at the destination. The dashed lines in the factor graph indicate
that there cannot exist a connection between a variable node and an upper
check node due to the triangular nature of the parity-check matrix [BL06].

Note that, when fading is considered, the information about the sys-
tematic bits is highly probable to be lost due to the path loss attenuation
su�ered by the signal coming from the source. Therefore, in fading environ-
ments, an increase in the transmitted power is needed in order to reduce the
probability of the systematic bits to be erased, and consequently, to avoid
a decoding failure.

Motivated by this drawback, we inferred that an adaptation of the
scheme presented in Paper I to the multihop scenario could solve the above
addressed problem, leading to a performance improvement. Therefore, pro-
gressive network coding (denoted as Ref1 scheme in Paper III) is used as
benchmark for the veri�cation of the performance of the schemes proposed
in both of the papers presented in this chapter.
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Figure 4.3: Factor Graph at the destination of the scheme proposed

in [BL06].

4.3 MAIN CONTRIBUTIONS

Based on the work carried out in Paper I, Paper III (Appendix C) pro-
poses a decode-combine-forward scheme for the multihop transmission in
ad-hoc wireless networks, where the information generated by two indepen-
dent sources has to be sent to a common destination based on multiple-relay
cooperation.

Analogously, Paper IV (Appendix D) uses the improvements presented
in previous Paper II and proposes a new scheme that clearly outperforms,
using blocks of 13 information bits, the scheme presented in Paper III that
uses blocks of 1500 information bits.
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4.3.1 PAPER III

We consider the scenario where two source nodes want to transmit their
independent information to a far distant destination using relay nodes along
the way. To that aim, the binary symbols of each source are channel encoded
by an LDPC code and high-order modulated before being transmitted. At
each relay node, the following operations are performed: decode, combine
(linear combination over a �nite �eld) and forward transmission. We �rst
focus on the latter two. The estimated source sequences are encoded by
using the same LDPC code as the sources. Then, the resulting binary en-
coded blocks are partitioned into sub-blocks before being mapped into the
elements of a �nite �eld and linearly combined using random linear coe�-
cients (coined in the paper as local encoding vector). Finally, the resulting
sequence of non-binary elements is mapped into a M2-QAM constellation
and forward transmitted.

Similarly as done in Paper I, the decoding scheme at each node is based
on applying the Sum-Product algorithm to a compound factor graph (where
the LDPC decoders and the network coding scheme are blend together)
describing the joint probability of the communication scheme at the cor-
responding node. Figure 4.4 depicts the factor graph used for decoding.
Observe that since binary LDPC codes are used, the resulting factor graph
is simpler than the one of Paper I, which is shown in Chapter 3, Figure 3.4.

In order to asses the performance of the proposed scheme, we compare
it with: 1) The scheme presented in Section 4.2 and proposed by Bao et
al. in [BL06]1, and 2) An adaptation of the one proposed by Hausl et al.
in [HSOB05] for multiple access relay channels.

Simulation results reveal that the proposed decode-combine-and-forward
scheme clearly outperforms these reference systems by more than 7 dB.
Moreover, due to the decode step in the proposed scheme, a failure (or deep
fade) of a node has a smaller impact in performance than in the correspond-
ing reference scheme.

1Although in [BL06] the system was proposed for one source, the extension to two
sources is straightforward.
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Figure 4.4: Factor graph employed for the decoding at each node

in Paper III.

4.3.2 PAPER IV

A DF scheme is proposed to transmit the information generated by the
source2 to the destination. Like most DF schemes, at each relay node the
proposed scheme can be divided into two parts: the decode part, where
the information sequence is estimated; and the forward part, where the
estimated sequence is encoded and forwarded. In particular, the forward
part at the source node is implemented in a di�erent manner than the ones
produced at the relay nodes and therefore, it will be explained �rst.

The sequence generated by the source is: �rst encoded by a convolu-
tional code; then, interleaved by a random spread interleaver and mapped
into the sequence of complex symbols chosen from a 2q-ary signal constella-
tion according to a given bit-to-symbol mapping (e.g. Gray mapping); and
�nally, transmitted.

At each relay node, the decode part, which will be explained later, out-
puts the estimated information sequence, which is encoded and interleaved
using the aforementioned convolutional code and interleaver, respectively.
The resulting binary sequence is partitioned into several sub-sequences and

2Observe that, as opposed to Paper III, a unique source is considered.
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each of them is mapped into a non-binary element. Next, the non-binary
symbols are paired o� and each pair is linearly combined to form new non-
binary symbols. Finally, the new non-binary symbols are mapped into signal
points of a 2q-ary constellation and transmitted. Due to pairing and the
linear combination, the sequences transmitted by the relays have half the
length of the one transmitted by the source.

Regarding the decode part, Figure 4.5 shows the factor graph used for
the decoding together with some of the messages that appear in the SPA
while decoding. We refer to Appendix D for further information about the
notation of used in the �gure.
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Figure 4.5: Factor graph employed for the decoding at each node

in Paper IV.

Simulation results show that the proposed scheme clearly outperforms
the scheme proposed in Paper III by more than 3dBs. Moreover, this gain is
obtained using a total of 20 complex dimensions in comparison with the 4500
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used in the reference scheme ( [BL06] and the ones therein). This fact makes
the proposed scheme particularly attractive for low-latency applications.
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CHAPTER 5

A Flexible Channel Coding
Approach for Short-Length

Codewords

This chapter presents the last paper of this thesis, Paper V (Appendix E).
The theme of this paper di�ers from the previous papers in the sense that
it proposes an iterative coding scheme for the transmission of short-length
codewords over the point-to-point AWGN channel, rather than a coding
scheme for multihop networks. However, it should be said the idea behind
the new point-to-point coding scheme comes from a modi�cation of the work
of Paper II, this is the reason for presenting it here. The chapter begins
with a brief introduction of the state of the art in iterative channel codes
using short-length codewords.

5.1 PAPER V

Iteratively decodable (i.e. Turbo-like) channel codes such as Low Den-
sity Parity-Check (LDPC) [RU01] or Turbo codes [BGT93], have been
widely shown to perform near capacity for the AWGN channel when used
with codeword lengths beyond 106. However, such codes can be impracti-
cal in scenarios which demand low latencies (e.g. real-time video delivery),
mainly due to their associated decoding complexity and limited techno-
logical resources of the underlying hardware. This rationale motivates the
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upsurge of research on short-length codes (i.e. codes with codewords of
several hundreds to few thousands coded symbols) to the above scenarios.

However, when dealing with short-length codewords the capacity ap-
proaching performance of LDPC or Turbo codes may severely degrade due
to: 1) the widening of the waterfall region; and 2) the high error �oors
obtained under this condition (see [DPT+02,Ric03, SZ10] for LDPC codes
and [GCP+01] for Turbo codes), the latter mainly because of their poor
minimum distance. The shorter the codeword is, the higher the error
�oor and the wider the waterfall region will be [Ric03]. Several contribu-
tions [XB04,HEA05,ZLT10] have focused on reducing these error �oors on
LDPC codes. In [ZLT10], a design technique is proposed to produce short-
length parity-check matrices for LDPC codes that leads to error �oors of
10−7 bit error rate at Eb/N0 = 2.2 dBs, outperforming [XB04, HEA05].
Regarding turbo codes, in [FB09], the authors proposed rate variable turbo
codes with error �oors of 10−5 packet error rate at Eb/N0 = 3.5 dBs, both
of them using codewords of 2000 symbols.

In our work (Paper V) we propose an alternative channel coding ap-
proach for short-length codewords which can achieve lower error �oors than
the previous schemes [XB04, HEA05, ZLT10]. The location of the error
�oor can be easily set by varying the energy allocation of the encoded bi-
nary symbols (i.e. at the output of the modulation). As drawback, the
lower the error �oor is, the higher the SNR of the waterfall region will
be. Thus, when choosing a error �oor lower than the one in the previous
schemes, our code will outperform them for BERs lower than its error �oor
(with a SNR waterfall degradation of less than 0.5 dB at BER = 10-4).
On the other hand, when selecting an error �oor higher than the error
�oors of [XB04,HEA05, ZLT10] (10−7), say 10−5, the loss in performance
at BER = 10-4 is negligible.

As mentioned above, the proposed code is based on a technique derived
from Paper II (Appendix B). It appends to the convolutionally-encoded
bits from the source extra parity bits generated by linearly combining over
a non-binary �nite �eld the originally encoded symbols. Figure 5.1 shows
the schematic of the encoder. As seen in the �gure, the overall rate is
reduced from K/N to 2K/3N by appending the extra parity bits generated
by the combining function V 3 = fh(V

1, V 2).

Since the performance of short length convolutional codes improve when
they are terminated (assuming bitwise MAP decoding), the proposed scheme
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Figure 5.1: Encoder associated to the proposed code.

uses independent source input sequences so that both convolutional codes
can be terminated. However, to increase performance, a dependency be-
tween the output of the convolutional codes has to be introduced. This is
the reason for using the linear combination stage. Observe that if a convolu-
tional code was used instead of the linear combination block for introducing
this dependency (similar as in Turbo codes or in [BRG09], where a design
framework for multiple parallel concatenated codes is developed), this code
could not be terminated, leading to a performance degradation when using
short-length codewords. Moreover, using a linear combination also permits
a high and simple design �exibility, (see Figure 5.2).

A closer look at the encoder reveals the similarities with the code pre-
sented in Paper II, that is, the latter can be seen as a distributed version
(among the sources and the relay) of the one presented here. Therefore, the
associated factor graphs are similar for both schemes. We refer to Appendix
E for the �gure.

In order to choose the parameters of the code and the energy alloca-
tion of the encoded binary symbols, we propose the use of EXIT charts as
done in [BRG09, PS06], where the authors proposed several channel code
approaches based on EXIT charts for long-length codewords (65000 and
240000 in [BRG09] and [PS06], respectively). Although, EXIT charts pro-
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vides good code convergence predictions only for long-length codewords,
it can give us a good insight into how the parameters of the code should
be chosen in order to achieve the di�erent error �oors. Figure 5.2 shows
the EXIT charts for di�erent linear combinations (a) and di�erent energy
allocations among the encoded symbols (b).
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CHAPTER 6

Conclusions and Future Lines

We next present a brief summary of the main conclusions drawn from the
work presented in this thesis and examine possible future research lines.

6.1 CONCLUSIONS

• In Papers I and II (Appendix A and B, respectively), two joint network-
channel coding scheme for the Time-Division Decode-and-Forward
Multiple Access Relay Channel are proposed. In both schemes: 1)
the relay linearly combines the encoded sequences transmitted by the
sources; and 2) the decoding at the destination is performed by ap-
plying the Sum Product Algorithm over the derived factor graph of
the Joint Network-Channel code.

In particular, Paper I presents a scheme based on Bit Interleaved
Coded Modulation with non-binary Low Density Parity Check codes
as channel codes. We showed that the proposed scheme outperforms
its binary counterpart and performs close to the outage probability
(cut-set bound) in all the simulated scenarios. As a drawback, very
long (65000) codeword are needed for a reliable transmission. This
fact was the main motivation for continuing improving the scheme,
resulting in Paper II.

Paper II utilizes convolutional codes as channel codes. The use of
a non-iterative code such as the convolutional code, allowed us to
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easily track the exchange of information through the factor graph
used at the decoder. Furthermore, by performing a tailored selection
of the coe�cient of the linear combination, we were able to improve
the overall performance with respect to a random choice. Simulation
results show that the proposed scheme outperformed the reference
schemes found in the literature and the one presented in Paper I by
using short-length codewords: 144 complex dimensions per use of TD-
DF-MARC in contrast to the 2176 utilized in [CHZK09], the 6000
utilized in [HSOB05,HD06] or the 27000 utilized in [HCD11] (Paper
I).

• Regarding Paper III, it proposes a decode-combine-forward scheme for
the pure multi-hop transmission in ad-hoc wireless networks, where
the information generated by two independent sources has to be sent
to a common destination based on multiple-relay cooperation. To this
end, the proposed scheme blends together LDPC channel coding with
linear combination of blocks of data over a �nite �eld. The proposed
scheme outperforms similar schemes, which can be found in the litera-
ture. On the other hand, Paper IV proposes a new scheme that clearly
outperforms the scheme presented in Paper III, and consequently, the
schemes found in the literature. The proposed scheme is based on dis-
tributing the method presented in Paper II among the di�erent relays,
so that in its corresponding hop each relay linearly combines (each one
using a di�erent linear combination) and forwards the source data. As
in Paper II, this gain is obtained using short-length codewords: a to-
tal of 20 complex dimensions in comparison with the 4500 used in
the reference scheme (Paper III, [BL06] and the ones therein). This
fact makes the proposed scheme particularly attractive for low-latency
applications.

• Finally, Paper V (Appendix E) introduces a channel coding design
framework for short-length codewords which can achieve lower error
�oors than previous designs found in the literature. By adapting the
joint code proposed in Paper II to the point-to-point scenario, we
designed a channel code that is based on concatenating the output of
two convolutional codesX1,X2 with a linear combination in F2q ofX1

and X2. It allows a tradeo� between error �oor and waterfall region
by simply varying the energy allocation of the encoded sequences.
Notice that the main advantage of the proposed scheme is that one
could choose error �oors lower than the ones in previous schemes,
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(and consequently outperforming these schemes at high SNRs), with
an SNR waterfall degradation of less than 0.5 dB at mid-range BERs.
On the other hand, when selecting higher error �oors (10−5), the loss
performance in the waterfall region is negligible.

6.2 FUTURE LINES

The collection of papers presented in this dissertation have shown that
by e�ciently combining channel coding and network coding over a variety
of networks scenarios such as the point-to-point (Paper V), Multiple-Access
Relay Channel (Paper I and II) and multihop scenarios (Paper III and IV),
clearly outperforms other coding schemes found in the literature. Since we
are dealing with relay nodes, we have assumed that these nodes do not
generate their own data but use all their resources exclusively to aid the
sources to reach their destinations.

In scenarios where some of the nodes in the network are also able to
transmit their own data, [NHH,HN06] have shown the superiority of col-
laboration among nodes for sending their data when compared to non-
collaboration. For example, [JHHN04, BL08] have proposed several node
collaboration schemes in dense networks. Therefore, a reasonable future re-
search line would be to adapt the present codes to cover node collaboration.

Regarding possible improvements of the work presented in this thesis,
there are several possibilities:

• Paper I could be improved by applying the EXIT chart analysis of
Paper II with the goal of optimizing both the coe�cients of the linear
combination and the degree distribution of parity check matrix.

• In Paper II, a deeper analysis (beyond the EXIT chart) of the be-
havior of the joint code for di�erent linear coe�cients could be done.
For example, analyzing the underlying code generated by the linear
combination in terms of distance among codewords and bit error prob-
ability.

• Finally, a hardware implementation of Paper IV and V in practical
communication systems could show the feasibility of the proposed
schemes in real world applications.



66 CHAPTER 6. Conclusions and Future Lines



References 67

References

[ACLY00] R. Ahlswede, N. Cai, S.-Y. R. Li, and R. W. Yeung. Network
Information Flow. IEEE Transactions on Information Theory,
46(4):1204�1216, July 2000.

[BB10] R. Babaee and N.C. Beaulieu. Cross-layer design for multihop
wireless relaying networks. IEEE Transactions on Wireless
Communications, 9(11):3522 �3531, november 2010.

[BCJR74] L. Bahl, J. Cocke, F. Jelinek, and J. Raviv. Optimal Decod-
ing of Linear Codes for Minimizing Symbol Error Rate (Cor-
resp.). IEEE Transactions on Information Theory, 20(2):284�
287, March 1974.

[BGT93] C. Berrou, A. Glavieux, and P. Thitimajshima. Near Shannon
Limit Error-Correcting Coding and Decoding: Turbo-Codes.
In 1993 IEEE International Conference on Communications,
ICC'93, 1993.

[BL06] X. Bao and J. Li. Progressive network coding for message-
forwarding in ad-hoc wireless networks. In 2006 3rd Annual
IEEE Communications Society on Sensor and Ad Hoc Com-
munications and Networks, SECON'06, volume 1, pages 207
�215, sept. 2006.

[BL08] X. Bao and J. Li. Adaptive network coded cooperation (ancc)
for wireless relay networks: matching code-on-graph with
network-on-graph. IEEE Transactions on Wireless Commu-
nications, 7(2):574 �583, february 2008.

[BRG05] F. Brännström, L. K. Rasmussen, and A. J. Grant. Con-
vergence Analysis and Optimal Scheduling for Multiple Con-
catenated Codes. IEEE Transactions on Information Theory,
51(9):3354�3364, September 2005.

[BRG09] F. Brännström, L. K. Rasmussen, and A. J. Grant. Optimal
Puncturing Ratios and Energy Allocation for Multiple Paral-
lel Concatenated Codes. IEEE Transactions on Information
Theory, 55(5):2062�2077, May 2009.



68 References

[CG79] T. Cover and A. E. Gamal. Capacity Theorems for the Re-
lay Channel. IEEE Transactions on Information Theory,,
25(5):572�584, September 1979.

[CHZK09] L. Chebli, C. Hausl, G. Zeitler, and R. Koetter. Cooperative
Uplink of Two Mobile Stations with Network Coding Based on
theWiMax LDPC Code. In 2009 IEEE Global Communication
Conference, GLOBECOM'09, December 2009.

[CKL06] Y. Chen, S. Kishore, and J. Li. Wireless Diversity through
Network Coding. In 2006 IEEE Wireless Communications
and Networking Conference, WCNC'06, April 2006.

[CT06] T. M. Cover and J. A. Thomas. Elements of Information
Theory. Wiley Series in Telecommunications and Signal Pro-
cessing, 2006.

[CTB98] G. Caire, G. Taricco, and E. Biglieri. Bit-interleaved Coded
Modulation. IEEE Transaction on Information Theory,
44:927�946, May 1998.

[Cui11] J. Cui. The Capacity of Gaussian Orthogonal Multiple-Access
Relay Channel. IEEE Communications Letters, 15(4):365�
367, April 2011.

[CYJ03] P.A. Chou, Y.Wu, and K. Jain. Practical network coding. In
Forty-First Annual Allerton Conference on Communication,
Control, and Computing, 2003.

[DCKGG07] J. Del Ser, P.M. Crespo, B.H. Khalaj, and J. Gutierrez-
Gutierrez. On combining distributed joint source-channel-
network coding and turbo equalization in multiple access relay
networks. In Third IEEE International Conference on Wire-
less and Mobile Computing, Networking and Communications,
WiMOB'07., page 18, oct. 2007.

[DF07] D. Declercq and M. Fossorier. Decoding Algorithms for Nonbi-
nary LDPC Codes Over GF (q). IEEE Transactions on Com-
munications, 55(4):633�643, April 2007.

[DM98] M.C. Davey and D. MacKay. Low-density parity check codes
over gf(q). IEEE Communications Letters, 2(6):165 �167, jun
1998.



References 69

[DMC+09] J. Del Ser, M. Mendicute, P.M. Crespo, S. Gil-Lopez, and
I. Olabarrieta. Joint source-channel network decoding and
blind estimation of correlated sensor using concatenated zigzag
codes. In Springer Lecture Notes in Computer Science, volume
5793/2009, pages 30�41, September 2009.

[DP95] D. Disvalar and F. Pollara. Turbo Codes for Deep-Space Com-
munications. In TDA Progress Report 42-120, February 1995.

[DPT+02] C. Di, D. Proietti, I.E. Telatar, T.J. Richardson, and R.L.
Urbanke. Finite-length analysis of low-density parity-check
codes on the binary erasure channel. IEEE Transactions on
Information Theory, 48(6):1570 �1579, jun 2002.

[EMH+03] M. E�ros, M. Medard, T. Ho, S. Ray, D. Karger, and R. Koet-
ter. Linear Network Codes: A Uni�ed Framework for Source,
Channel and Network Coding. In DIMACS Series in Discrete
Mathematics and Theoretical Computer Science, 2003.

[FB09] M. Ferrari and S. Bellini. Rate variable, multi-binary turbo
codes with controlled error-�oor. IEEE Transactions on Com-
munications, 57(5):1209 �1214, may 2009.

[FF56] L. Ford and D. Fulkerson. Maximal �ow through a network.
Canadian Journal of Mathematics, 8(3):399�404, Aug. 1956.

[Fis02] R. F. H. Fisher. Precoding and Signal Shaping for Digital
Transmission. Wiley-Interscience, 2002.

[FMC08] A. G. Fabregas, A. Martinez, and G. Caire. Bit-Interleaved
Coded Modulation. Now Publishers Inc., 2008.

[Gal62] R. Gallager. Low-density parity-check codes. IRE Transac-
tions on Information Theory, 8(1):21 �28, january 1962.

[GCP+01] R. Garello, F. Chiaraluce, P. Pierleoni, M. Scaloni, and
S. Benedetto. On Error Floor and Free Distance of Turbo
Codes. In 2001 IEEE International Conference on Communi-
cations, ICC'01, June 2001.

[GHW+09] Z. Guo, J. Huang, B. Wang, J.-H Cui, S. Zhou, and P. Wil-
let. A Practical Joint Network-Channel Coding Scheme for
Reliable Communication in Wireless Networks. In The Tenth



70 References

ACM International Symposium on Mobile Ad Hoc Networking
and Computing, MOBIHOC'09, May 2009.

[GK12] A. El Gamal and Y. H. Kim. Network Information Theory.
Cambridge University Press, 2012.

[Gol05] A. Goldsmith. Wireless Communications. Cambridge Univer-
sity Press, 2005.

[GYW10] C. Gong, G. Yue, and X. Wang. Joint Channel and Network
Code Design for Half-Duplex Multiple-Access Relay System.
In 2010 IEEE International Conference on Communications,
ICC'10, May 2010.

[Hag04] J. Hagenauer. The EXIT Chart: Introduction to Extrinsic
Information Transfer in Iterative Processing. In 2004 European
Signal Processing Conference, EUSIPCO'04, September 2004.

[Hau08] C. Hausl. Joint Network-Channel Coding for Wireless Relay
Channels. PhD thesis, TU München, 2008.

[Hau09] C. Hausl. Joint network-channel coding for multiple-access
relay channel based on turbo codes. volume 20, pages 175 �
181, Mar. 2009.

[HCD11] M. Hernaez, P. M. Crespo, and J. Del Ser. Joint Non-Binary
LDPC-BICM and Network Coding with Iterative Decoding
for the Multiple Access Relay Channel. In 2011 IEEE 73rd
Vehicular Technology Conference: VTC'11-Spring, May 2011.

[HCD12] M. Hernaez, P. M. Crespo, and J. Del Ser. On the Design of
a Novel Joint Network-Channel Coding Scheme for Multiple
Access Relay Channels. IEEE Journal on Selected Areas in
Communications, Accepted for publication 2012.

[HD06] C. Hausl and P. Dupraz. Joint Network-Channel Coding for
the Multiple-Access Relay Channel. In 2006 3rd Annual IEEE
Communications Society on Sensor and Ad Hoc Communica-
tions and Networks, SECON'06, September 2006.

[HEA05] X.-Y. Hu, E. Eleftheriou, and D.M. Arnold. Regular and ir-
regular progressive edge-growth tanner graphs. IEEE Trans-
actions on Information Theory, 51(1):386�398, January 2005.



References 71

[HN02] T.E. Hunter and A. Nosratinia. Cooperation diversity through
coding. In 2002 IEEE International Symposium on Informa-
tion Theory, ISIT'02, 2002.

[HN06] T.E. Hunter and A. Nosratinia. Diversity through coded co-
operation. IEEE Transactions on Wireless Communications,
5(2):283 � 289, feb. 2006.

[HSOB05] C. Hausl, F. Schreckenbah, I. Oikonomidis, and G. Bauch.
Iterative network and channel decoding on a tanner graph. In
Forty-Third Annual Allerton Conference on Communication,
Control, and Computing, Allerton'05, 2005.

[IIO11] K. Ishii, K. Ishibashi, and H. Ochiai. Multiple-access Relay
System based on Nested Distributed Turbo Code. In 2011
IEEE Radio and Wireless Symposium, RWS11, January 2011.

[ILH10] O. Iscan, I. Latif, and C. Hausl. Network Coded Multi-Way
Relaying with Iterative Decoding. In 2010 IEEE International
Symposium on Personal, Indoor and Mobile Radio Communi-
cations, PIMRC10, September 2010.

[IPG] EPFL Information Processing Group. ldpcopt. http://

ipgdemos.epfl.ch/ldpcopt/, retrieved on March 2009.

[JHHN04] M. Janani, A. Hedayat, T.E. Hunter, and A. Nosratinia.
Coded cooperation in wireless communications: space-time
transmission and iterative decoding. IEEE Transactions on
Signal Processing, 52(2):362 � 371, feb. 2004.

[Jr.92] G.D. Forney Jr. Trellis shaping. IEEE Transactions on Infor-
mation Theory, 38(2):281 �300, mar 1992.

[KFL01] F.R. Kschischang, B.J. Frey, and H.-A. Loeliger. Factor graphs
and the sum-product algorithm. IEEE Transactions on Infor-
mation Theory, 47(2):498 �519, feb 2001.

[KGG05] G. Kramer, M. Gastpar, and P. Gupta. Cooperative Strategies
and Capacity Theorems for Relay Networks. IEEE Trans-
actions on Information Theory, 51(9):3037�3063, September
2005.



72 References

[KM03] R. Koetter and M. Medard. An algebraic approach to network
coding. IEEE/ACM Transactions on Networking, 11(5):782 �
795, oct. 2003.

[KRW+08] S. Katti, H. Rahul, Hu Wenjun, D. Katabi, M. Medard, and
J. Crowcroft. Xors in the air: Practical wireless network cod-
ing. IEEE/ACM Transactions on Networking, 16(3):497 �510,
june 2008.

[KW00] G. Kramer and A. J. Van Wijngaarden. On the White Gaus-
sian Multiple-Access Relay Channel. In 2000 IEEE Interna-
tional Symposium on Information Theory, ISIT'00, June 2000.

[Lee04] J. W. Lee. Lower bound on BER of �nite-length turbo codes
based on EXIT characteristics. IEEE Communications Let-
ters, pages 238�240, April 2004.

[LTW04] J.N. Laneman, D.N.C. Tse, and G.W. Wornell. Cooperative
diversity in wireless networks: E�cient protocols and out-
age behavior. IEEE Transactions on Information Theory,
50(12):3062 � 3080, dec. 2004.

[LYC03] S.-Y. R. Li, R. W. Yeung, and N. Cai. Linear Network Cod-
ing. IEEE Transactions on Information Theory, 49(2):371�
381, February 2003.

[Mac] D. J. Mackay. Ldpc codes resources. http://www.inference.
phy.cam.ac.uk/mackay/codes/, retrieved on March 2009.

[Mac99] D. J. Mackay. Good error-correcting codes based on very
sparse matrices. IEEE Transactions on Information Theory,
45(2):399 � 431, February 1999.

[Mac03] D. J. Mackay. Information Theory, Inference, and Learning
Algorithms. Cambridge University Press, 2003.

[MMJV+10] E. Morgado, I. Mora-Jimenez, J.J. Vinagre, J. Ramos, and
A.J. Caamano. End-to-end average ber in multihop wireless
networks over fading channels. IEEE Transactions on Wireless
Communications, 9(8):2478 �2487, august 2010.

[Moo05] T. K. Moon. Error Correction Coding: Mathematical Methods
and Algorithms. Wiley-Interscience, 2005.



References 73

[NHH] A. Nosratinia, T.E. Hunter, and A. Hedayat. IEEE Commu-
nications Magazine.

[NM93] F.D. Neeser and J.L. Massey. Proper complex random pro-
cesses with applications to information theory. IEEE Trans-
actions on Information Theory, 39(4):1293 �1302, jul 1993.

[NNLN07] H. T. Nguyen, H. H. Nguyen, and T. Le-Ngoc. A Joint
Network-Channel Coding Scheme for Relay-Based Communi-
cations. In 2007 Canadian Conference on Electrical and Com-
puter Engineering, CCECE07, April 2007.

[Pro00] J. G. Proakis. Digital Communications. McGraw-Hill Sci-
ence/Engineering/Math, 2000.

[PS06] S. P�etschinger and F. Sanzi. Error Floor Removal for Bit-
Interleaved Coded Modulation with Iterative Detection. IEEE
Transactions on Wireless Communications, 5:3174�3181, Nov.
2006.

[Ric03] T. Richardson. Error Floors of LDPC codes. In Forty-�rst
Annual Allerton Conference on Communication, Control, and
Computing, Allerton'03, October 2003.

[RK06] N. Ratnakar and G. Kramer. The Multicast Capacity of De-
terministic Relay Networks with No Interference. IEEE Trans-
actions on Information Theory, 52(6):2425�2432, June 2006.

[RU01] T. J. Richardson and R. Urbanke. The capacity of low-density
parity-check codes under message-passing decoding. IEEE
Transactions on Information Theory, 47:599�618, Feb. 2001.

[RU08] T. Richardson and R. Urbanke. Modern Coding Theory. Cam-
bridge University Press, 2008.

[SA00] M. K. Simon and M.-S. Alouini. Digital Communication over
Fading Channels. Wiley-Interscience, 2000.

[SEA03] A. Sendonaris, E. Erkip, and B. Aazhang. User cooperation
diversity - part i and ii. IEEE Transactions on Communica-
tions, 51(11):1927 � 1938, nov. 2003.

[Sha48] C. E. Shannon. A Mathematical Theory of Communication.
The Bell System Technical Journal, 27:379�423, July 1948.



74 References

[SKM04] L. Sankaranarayanan, G. Kramer, and N. B. Mandayam. Hier-
archical Sensor Networks: Capacity Bounds and Cooperative
Strategies using the Multiple-Access Relay Channel Model. In
2004 1st Annual IEEE Communications Society on Sensor and
Ad Hoc Communications and Networks, SECON'04, October
2004.

[SLMP11] L. Sankar, Y. Liang, N. Mandayam, and V. H. Poor. Fading
Multiple Access Relay Channels: Achievable Rates and Op-
portunistic Scheduling. IEEE Transactions on Information
Theory, 57(4):1911�1931, April 2011.

[SLPM07] L. Sankar, Y. Liang, V. H. Poor, and N. Mandayam. Oppor-
tunistic Communications in an Orthogonal Multiaccess Relay
Channel. In 2007 IEEE International Symposium on Infor-
mation Theory, ISIT'07, June 2007.

[SMP09] L. Sankar, N.B. Mandayam, and H.V. Poor. On the sum-
capacity of degraded gaussian multiple-access relay channels.
IEEE Transactions on Information Theory, 55(12):5394 �
5411, dec. 2009.

[SZ10] C. Schlegel and S. Zhang. On the dynamics of the error �oor
behavior in (regular) ldpc codes. Information Theory, IEEE
Transactions on, 56(7):3248 �3264, july 2010.

[Tan81] R. Tanner. A recursive approach to low complexity codes.
IEEE Transactions on Information Theory, 27(5):533 � 547,
sep 1981.

[Ten99] S. Ten Brink. Convergence of Iterative Decoding. IEEE Elec-
tronic Letters, 35(10):806�808, May 1999.

[TF04] D. Tuninetti and C. Fragouli. Processing along the way: for-
warding vs. coding. In International Symposium on Informa-
tion Theory and its Applications, ISITA'04, 2004.

[TNS03] Yu-Chee Tseng, Sze-Yao Ni, and En-Yu Shih. Adaptive ap-
proaches to relieving broadcast storms in a wireless multihop
mobile ad hoc network. IEEE Transactions on Computers,
52(5):545 � 557, may 2003.



References 75

[VDV+10] A. Voicila, D. Declercq, F. Verdier, M. Fossorier, and P. Urard.
Low-complexity decoding for non-binary ldpc codes in high or-
der �elds. IEEE Transactions on Communications, 58(5):1365
�1375, may 2010.

[Von03] P. O. Vontobel. Algebraic Coding for Iterative Decoding. PhD
thesis, ETH Zurich, 2003.

[WC02] B. Williams and T. Camps. Comparison of broadcasting tech-
niques for mobile ad hoc networks. In The Third ACM Inter-
national Symposium on Mobile Ad Hoc Networking and Com-
puting, MOBIHOC'02, 2002.

[WK07] D. H. Woldegebreal and H. Karl. Multiple-Access Relay Chan-
nel with Network Coding and Non-Ideal Source-Relay Chan-
nels. In 2007 IEEE International Symposium on Wireless
Communication Systems, ISWCS07, October 2007.

[WMG10] O. Waqar, D.C. McLernon, and M. Ghogho. Exact evaluation
of ergodic capacity for multihop variable-gain relay networks:
A uni�ed framework for generalized fading channels. IEEE
Transactions on Vehicular Technology, 59(8):4181 �4187, oct.
2010.

[XB04] H. Xiao and A.H. Banihashemi. Improved progressive-edge-
growth (peg) construction of irregular ldpc codes. IEEE Com-
munications Letters, 8(12):715�717, December 2004.

[XS09] M. Xiao and M. Skoglund. Design of Network Codes
for Multiple-User Multiple-Relay Wireless Networks. In
2009 IEEE International Symposium on Information Theory,
ISIT'09, June-July 2009.

[XS10] M. Xiao and M. Skoglund. Multiple-User Cooperative Com-
munications Based on Linear Network Coding. IEEE Transac-
tions on Communications, 58(12):3345�3351, December 2010.

[YE07] M. Yuksel and E. Erkip. Diversity-Multiplexing Tradeo� in
Half-Duplex Relay Systems. In 2007 IEEE International Con-
ference on Communications, ICC'07, June 2007.

[YK07] S. Yang and R. Koetter. Network Coding over a Noisy Relay:
a Belief Propagation Approach. In 2007 IEEE International
Symposium on Information Theory, ISIT'07, June 2007.



76 References

[YW10] R. Yu and T. Wu. Joint Network Coding and Channel Coding
for Cooperative Relay Communication System. In 2010 Inter-
national Conference on Wireless Communications and Signal
Processing, WCSP10, October 2010.

[Zim80] H. Zimmermann. OS1 Reference Model-The IS0 Model of Ar-
chitecture for Open Systems Interconnection. IEEE Transac-
tions on Communications,, 28(04), April 1980.

[ZKBW09] G. Zeitler, R. Koetter, G. Bauch, and J. Widmer. On quantizer
Design for Soft Values in the Multiple-Access Relay Channel.
In 2009 IEEE International Conference on Communications,
ICC'09, June 2009.

[ZLT10] X. Zheng, F. C. M. Lau, and C. K. Tse. Constructing Short-
Length Irregular LDPC Codes with Low Error Floor. IEEE
Transactions on Communications,, 58(10):2823�2834, Octo-
ber 2010.



APPENDIX A

Paper I

Title: Non-Binary LDPC-BICM and Network Coding with It-
erative Decoding for the Multiple Access Relay Channel

Authors: Mikel Hernaez1, Pedro M. Crespo1 and Javier Del Ser2

A�liation:1 Centro De Estudios e Investigaciones Técnicas de
Gipuzkoa (CEIT) and TECNUN (University of Navarra),
20008 Donostia-San Sebastián, Spain

A�liation:2 TELECOM Unit TECNALIA RESEARCH & INNOVA-
TION P. Tecnologico, Ed. 202, 48170 Zamudio, Spain

Conference: IEEE 73th Vehicular Technology Conference, IEEE
VTC2011-Spring, Budapest, Hungary, May 2009. DOI:
10.1109/VETECS.2011.5956367.

77



78 APPENDIX A. Paper I



79

NON-BINARY LDPC-BICM AND NETWORK CODING WITH

ITERATIVE DECODING

FOR THE MULTIPLE ACCESS RELAY CHANNEL

Mikel Hernaez, Student member, IEEE, Pedro M. Crespo, Senior
member, IEEE, and Javier Del Ser, Member, IEEE

1 Centro De Estudios e Investigaciones Técnicas de Gipuzkoa (CEIT) and
TECNUN (University of Navarra), 20008 Donostia-San Sebastián, Spain

E-mails: {mhernaez, pcrespo}@ceit.es
2 TELECOM Unit TECNALIA RESEARCH & INNOVATION P.

Tecnologico, Ed. 202, 48170 Zamudio, Spain
E-mails: {javier.delser}@tecnalia.com.es

Abstract � In this paper we present a novel joint network-
channel coding scheme for the time-division Multiple Access Relay
Channel (MARC), which combines Bit-Interleaved Coded Mod-
ulation with iterative decoding (BICM-ID) based on non-binary
Low-Density Parity Check (LDPC) codes, along with the linear
combination of blocks of data at the relay. The common receiver
iteratively exchanges soft information between a joint soft demap-
per and the LDPC decoder associated to the transmitting nodes.
The performance of the proposed system is compared, in terms
of Frame Error Rate (FER) and through intensive Monte Carlo
simulations, with the corresponding theoretical outage rate for
di�erent values of the spectral e�ciency ρs of the overall setup.
Two main conclusions are drawn: 1) small FER degradation is
obtained as ρs increases; and 2) no diversity is lost with respect
to the theoretical outage rate.
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I. Introduction

The Multiple Access Relay Channel (MARC) is a communication sce-
nario where several information sources forward data to a single common
destination with the help of an intermediate relay [13]. This channel has
spurred a �urry of research in the last few years: for instance, in [10,15,17]
it was shown that cooperation among nodes may improve the total trans-
mission rate and increase the spatial diversity of the network. In [11, 18]
the advantages of performing network coding at the relays were analyzed,
while di�erent coding strategies and capacity bounds for the MARC were
analyzed in [12]. Further work on the MARC includes the derivation of
the exact sum-capacity for the degraded gaussian MARC [16], as well as
extensions to frequency-selective MARC [4] and correlated senders [5].

In this context, we speci�cally consider the time-division MARC, where
each node in the network conveys its data by using time-orthogonal chan-
nels, i.e. the total transmission time is divided in N time slots, one for
each transmitting node. This setup is depicted in Figure A.1. Although
the time-division scheme results in a suboptimal use of the available band-
width, it allows for an easier implementation in practical systems thanks
to the use of half-duplex relays and the lack of stringent synchronization
constraints. When dealing with this scenario, several contributions have
focused on joint network-channel decoding schemes for MARC subject to
�at fading as a means to e�ciently exploit the spatial diversity at the re-
lay. Joint network-channel codes blend together controlled redundancy for
forward error correction and in-network mixing of input data at the relay.
As such, the performance of binary Turbo [5, 8] and binary Low-Density
Parity Check (LDPC) [2, 9] codes has been thoroughly explored for this
scenario. On the other hand, non-binary codes were investigated for similar
networks in [6,20]. However, to the knowledge of the authors no application
of non-binary coding schemes � known for their outstanding performance in
point-to-point links with respect to their binary counterpart � to the MARC
scenario has been reported so far in the related literature.

In this paper we propose the use of non-binary LDPC (also known
as GF (2q)-LDPC) codes [3] for joint network-channel coding over the 2-
user quasi-static �at-fading MARC. The performance gain provided by
GF (2q)-LDPC codes comes together with a decoding complexity increase.
A straightforward implementation of the Sum-Product Algorithm (SPA)
[14] has complexity in O(22q), although a Fourier domain implementation
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Figure A.1: Block diagram of the considered 2-user MARC sce-

nario.

of the SPA reduces the complexity to O(q2q) [3]. Recently the computa-
tional load has been reduced to O(nm2

nm), with nm << q [19]. However,
since the values of q in this article are small, the Fourier domain SPA has
been used for decoding.

Moreover, each transmitter utilizes a Bit-Interleaved Coded Modulation
(BICM, see [1]) scheme consisting of the concatenation of a GF (2q)-LDPC
encoder, a pseudorandom interleaver and a symbol mapper. The output
of the symbol mapper at each sender is then broadcasted to the relay and
the destination during its corresponding time slot. During the third time
slot, the relay decodes the messages from both transmitters by employing a
BICM iterative decoder (BICM-ID), which exchanges information between
a soft demapper and the corresponding channel decoder. Once the received
sequences have been correctly decoded, the relay combines the estimated
symbols into a single signal by employing the aforementioned BICM scheme,
and transmits the resulting joint network-channel coded sequence to the
distant receiver.

After receiving all the transmitted sequences, the common destination
decodes and estimates both source messages. The iterative decoding proce-
dure at the common destination is based on iteratively exchanging soft infor-
mation between a pair of BICM-ID through a joint soft channel demapper,
which will be later detailed by means of factor graphs and the Sum-Product
Algorithm (SPA, see [14]). Extensive Monte Carlo simulation results have
been carried out by considering a variety of overall spectral e�ciencies ρs
[bits per complex dimension]. Based on such simulation results it is con-
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cluded that the proposed approach performs signi�cantly close to the cor-
responding outage rate at no diversity gain penalty.

The remainder of the manuscript is organized as follows: Section II
introduces the system model, whereas the proposed decoding algorithm at
the receiver is detailed in Section III. Next, Section IV discusses the obtained
Monte Carlo simulation results, and �nally Section V concludes the paper
by drawing some concluding remarks.

II. System Model

Referring to Figure A.1, for simplicity we have considered a symmetric
scenario consisting of 2 unit-entropy information sources S1 and S2, which
generate statistically independent binary data segmented in blocks U1 and
U2 of length qK, i.e. U1 ∈ {0, 1}qK and U2 ∈ {0, 1}qK . As depicted
in Figure A.2, at each transmitter, q consecutive bits of the corresponding
source block Ui are grouped and mapped1 to a GF (2q)-symbol. The result-
ing K-length sequence is then channel-encoded by using the aforementioned
GF (2q)-LDPC, giving rise to the non-binary codeword Ci ∈ GF (2q)N , with
i ∈ {1, 2}. The code rate is therefore given by R = K/N . Next, each en-
coded symbol in Ci is mapped back to its binary equivalent, which yields
the q-length binary subsequence Xi

n = {Xi
n(1), . . . , X

i
n(q)} = ψq(C

i
n) ∈

GF (2)q, where n ∈ {1, . . . , N} and ψx(·) : GF (2x) → GF (2)x. The re-
sulting binary codeword Xi , {Xi

n}Nn=1 ∈ GF (2)qN is parallel-to-serial
converted and interleaved through a bitwise random interleaver Πi.
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Figure A.2: Schematic diagram of the transmitter for source Si,

with i ∈ {1, 2}.

1For the binary transformation the left bit will be regarded as the most signi�cant bit
(MSB).
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A second serial-to-parallel stage processes m consecutive bits of the
interleaved encoded sequence to build the vector Vi

t ∈ GF (2)m, where
t ∈ {1, . . . , qN/m}. Each vector Vi

t = {V i
t (1), . . . , V

i
t (m)} is �nally allo-

cated to a signal Sit = µi(V
i
t) chosen from a 2m-ary signal constellation

Mi with mapping rule µi(·). A Cyclic Redundancy Check (CRC) header is

�nally appended to the transmitted sequences Si , {Sit}
qN/m
t=1 to allow for

error detection at the relay.

The symbol received by node j ∈ {R,D} (R: Relay, D: Destination)
from transmitter i ∈ {1, 2} at time t ∈ {1, . . . , qN/m} is given by

Y i,j
t = Ai,jSit +N i,j

t , (1)

where Ai,j = αi,j/d
δ/2
i,j represents the path loss and fading attenuation, with

di,j denoting the distance between nodes i and j and δ the attenuation expo-
nent. In the above expression, αi,j is Rayleigh distributed with E[α2

i,j ] = 1

∀i, j, whereas N i,j
t is modeled as a Gaussian random variable with zero

mean and variance N0/2. The value of αi,j is assumed to remain constant
within the duration of a transmitted block (i.e. quasi-static fading).

A. Relay Node

At the �rst and second time slots, the relay receives the channel se-

quences Y1,R , {Y 1,R
t }qN/mt=1 and Y2,R from sources S1 and S2, respec-

tively. This intermediate node decodes both sequences by using a BICM-ID
decoder, which is based on iteratively exchanging soft information between
a soft demapper and the corresponding non-binary LDPC decoder. This
procedure is similar to that performed at destination; therefore, we refer to
Section III for a detailed explanation.

As a result, estimations Ûi for the original source sequences Ui are ob-
tained. The relay knows if the decoded sequences are error-free thanks to
the CRC bits added to the original transmitted messages. In such a case,
the relay proceeds with subsequent encoding procedures. We will however
assume perfect decoding at the relay, which is not a very unrealistic assump-
tion since the relay is usually closer to the sources than to the destination.
Under this assumption, the relay follows the same encoding procedure as in
the transmitters so as to reproduce the binary vectorsV1

t andV
2
t . However,

at this node both vectors are mapped to symbols in GF (2m) and linearly
combined over this �eld. That is, the network-coded vector VR

t is given by

VR
t = ψm

(
h1 � ψ−1

m

(
V1
t

)� h2 � ψ−1
m

(
V2
t

))
, (2)
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where ψ−1
x (·) : GF (2)x → GF (2x), h = (h1, h2) ∈ GF (2m)2 denotes the set

of coe�cients of the linear combination, and � and � represent multiplica-
tion and summation over GF (2m), respectively.

Once the network coding operation in expression (2) is done, every
network-coded vector VR

t is mapped to a signal SRt = µR(V
R
t ) from a

2m-ary constellation MR with mapping rule µR(·). The symbol transmit-
ted by the relay node and received by the destination node at time t is thus
given by

Y R,D
t = AR,DSRt +NR,D

t , (3)

where AR,D and NR,D
t are de�ned as in expression (1). Full channel state

information (CSI) is assumed at the receiver.

III. Joint Network-BICM Iterative Decoder

After processing at the relay, the destination receives the qN/m-length
sequences Yi,D, with i ∈ {1, 2, R}, which are then processed through a
Joint Network-BICM Iterative Decoder (JNBICM-ID) composed of a soft
demapper and a non-binary LDPC channel decoder of each source. The
decoding procedure iteratively exchanges soft information between the soft
demapper and both LDPC decoders until a �xed number of iterations I is
reached. For the sake of simplicity in the notation, through this section we
will denote the received symbols {Y 1,D

t , Y 2,D
t , Y R,D

t } at time instant t by
YD
t , and the three received blocks {Y1,D,Y2,D,YR,D} by YD.

A. Soft Demapper

The aim of the soft demapper is to compute the a priori probabili-
ties pa(Xi

n(w)), with i ∈ {1, 2}, n ∈ {1, . . . , N} and w ∈ {1, . . . , q} based
on the received sequence set YD. To that end, we will partition the soft
demapper algorithm in two stages: (i) the channel soft demapper, which op-
erates on the set YD

t ; and (ii) the bitwise a priori probability computation,
which is independently computed for each transmitter. While the latter
reduces to the traditional BICM-ID decoder, the former takes advantage of
the diversity given by the relay to jointly compute the conditional channel
probabilities p(YD

t |Sit) of the transmitted symbols from each source. Next,
we will elaborate on such compounding stages in reference to Figure A.3:

In the channel soft demapper (i), at each time instant t the demapper
processes the received signals YD

t and calculates the symbol probability
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Figure A.3: Block diagram of the Joint Network-BICM Iterative

Decoder.

p(YD
t |Sit) ∀t ∈ {1, . . . , qN/m}. On that purpose, it �rst computes the joint

likelihood probability p(YD
t |S1

t , S
2
t ) as

p(YD
t |S1

t , S
2
t ) ∝ exp

{
−
∑

j∈{1,2,R} |Y
j,D
t −Aj,DSjt |2

N0

}
,

where SRt is as de�ned in Section II-A, and the proportionality accounts
for the normalization

∑
p(YD

t |S1
t , S

2
t ) = 1. Notice that the signal SRt in

the above expression is a function of the signals S1
t and S2

t as explained
in Section II. Next, the resulting probability is marginalized, yielding the
symbol likelihoods

p(YD
t |Sit) =

∑
S∼i
t ∈M∼i

p(YD
t |S1

t , S
2
t )p

a(S∼i
t ) (4)

where ∼ i denotes the complement of i ∈ {1, 2}, and pa(S∼i
t ) is the a priori

probability of the signal point S∼i
t ∈ M∼i fed back from the second stage of

the soft demapper and given by expression (8). Observe that at the relay,
a similar channel demapping procedure is performed to obtain the symbol
probability p(Y i,R

t |Sit), which is given by

p(Y i,R
t |Sit) ∝ exp

{
−|Y i,R

t −Ai,RSit |2

N0

}
, (5)

Note that this probability is computed independently for each source. As
for the second stage of the soft demapper (ii), �rst recall that the interleaved
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version of the codeword Xi is split in m-length binary vectors Vi
t, which

are then mapped to a signal point as Sit = µi(V
i
t). Hence, by using the

symbol probabilities provided by the channel soft demapper (and given by
expression (4)), the bitwise extrinsic probabilities are de�ned as

pe(V i
t (l) = υ) , p(V i

t (l) = υ|YD
t )/p(V

i
t (l) = υ)

∝
∑

Vi
t∈Vυ

l

p
(
YD
t |Vi

t

)
p(Vi

t|V i
t (l) = υ), (6)

where l ∈ {1, . . . ,m}, υ ∈ {0, 1}, p(YD
t |Vi

t) = p(YD
t |Sit = µi(V

i
t)) and

thereby given by expression (4) (at the receiver) and (5) (at the relay), and
Vυl denotes the subset of binary vectors V ∈ GF (2)m whose l-th position
V (l) has value υ, i.e. Vυl = {V ∈ {0, 1}m|V (l) = υ}. On the other hand,
the conditional probabilities p(Vi

t|V i
t (l) = υ) are computed based on the

output soft information of the coded bits from the corresponding LDPC
decoder as

p(Vi
t|V i

t (l) = υ) =
m∏

l′=1
l′ ̸=l

pa(V i
t (l

′)), (7)

assuming independencies, where pa(V i
t (l)) are the a priori probabilities of

the coded bits fed back from the LDPC decoder, and given in expression
(11). Notice that the extrinsic probabilities pe(V i

t (l)) must be deinterleaved
through Πi before entering the corresponding GF (2q)-LDPC channel de-
coder. This yields the a priori probability pa(Xi

n(w)) = Π−1
i [pe(V i

t (l))],
with n ∈ {1, . . . , N}, w ∈ {1, . . . , q} and i ∈ {1, 2}.

Besides, at the destination this second stage of the soft demapper com-
piles all the a priori probabilities of the coded bits and computes the a
priori probabilities of each channel symbol Sit as

pa(Sit) = pa(Vi
t = µ−1

i (Sit)) =
m∏
l=1

pa(V i
t (l)), (8)

where pa(V i
t (l)) is given by expression (11).

B. Non-binary LDPC Decoding

As mentioned in Section I and II, GF (2q)-LDPC codes are utilized as
channel encoders at all transmitters. Since we are using non-binary codes,
the a priori probabilities of the encoded GF (2q)-symbols Cin = ψ−1

q (Xi
n) ∈
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GF (2q) must be computed based on the binary probabilities pa(Xi
n) gener-

ated by the soft demapper. Such probabilities are given by

pa(Cin) = pa(Xi
n = ψq(C

i
n)) =

q∏
w=1

pa(Xi
n(w)), (9)

which are then fed to the corresponding LDPC decoder as a priori informa-
tion on the coded symbols. Next, a single iteration of the non-binary LDPC
is performed (see [19]), which produces the extrinsic probabilities pe(Cin) of
the GF (2q)-symbols {Cin}Nn=1. Next, in order to compute the estimates Ûi

for the information bits Ui, we need to compute the extrinsic probabilities
of each binary symbol as

pe(Xi
n(w) = ♭) ,

∑
X

i
n∈X ♭

w

pe(Xi
n)

q∏
w′=1
w′ ̸=w

pa(Xi
n(w

′)), (10)

where pe(Xi
n) = pe(Cin = ψ−1

q (Xi
n)), p

a(Xi
n(w)) is the output probability

from the soft demapper, and X ♭
w denotes the subset of vectors X ∈ GF (2)q

whose w-th position has value ♭ ∈ {0, 1}, i.e. X ♭
w = {X ∈ {0, 1}q|X(w) = ♭}.

Finally, the decoder estimates Ûi based on the binary equivalent of the es-
timation of Xi

n(w), which is obtained through a hard decision on the a
posteriori probability pa(xin(w)) · pe(xin(w)). Besides, the extrinsic proba-
bilities in expression (10) are interleaved so as to render the a priori binary
probabilities entering the soft demapper, i.e.

pa
(
V i
t (l)

)
= Πi

[
pe(Xi

n(w))
]
. (11)

Notice that when q = 1 (i.e. binary LDPC codes), the extrinsic prob-
abilities output by the LDPC decoder reduce to the extrinsic probabilities
of expression (11); consequently, there is no need for either expression (9)
or (10).

All the expressions detailed in this section can be derived from the ap-
plication of the SPA algorithm over the factor graph depicted in Figure A.4.
It is important to remark that the joint likelihood probabilities (represented
by the topmost check nodes in Figure A.4) implicitly considers the corre-
lation between transmitted symbols S1

t and S2
t through the linear network

coding operation at the relay (expression (2)).
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IV. Results

In order to assess the performance of the proposed approach, Monte
Carlo simulations have been done for di�erent values of q and m. The
distances between nodes have been set to d1,D = d2,D, d1,R = d1,D/4, and
dR,D = 3 · d1,D/4, whereas the attenuation exponent δ equals 3.52. Each
source Si generates information blocks of K = 6000 bits, and a irregular
GF (2q)-LDPC code of rate R = 1/3 is utilized at each transmitter. Due
to the lack of central control and cooperation among the sources, we will
further assume that both transmitters and the relay use Gray-mapped 2m-
ary Pulse Amplitude Modulation (PAM). We have considered m ∈ {1, 2, 3};
since the spectral e�ciency of the system ρs (in bits per complex dimension)
depends on m, we have that

ρs = 4m/9 [bits per complex dimension]. (12)

We adopt the Common Frame Error Rate (CFER) as the performance
metric, which is compared to the ultimate outage rate (i.e. when gaussian
input is assumed) as de�ned in [7]. The Sum-Product algorithm over the
factor graph in Figure A.4 is halted after I = 50 iterations. For all the
considered scenarios the vector h = (h1, h2) has been selected based on
exhaustive simulations. Not shown for brevity, these simulations show that
a maximum performance gain of around 2 dB at CFER = 10−2 is achieved
by selecting a �xed but optimized value of h instead of randomly generating
h at every transmission.

The results are summarized in Figure A.5, where the CFER versus
Eb/N0 � with Eb denoting energy per source bit � is displayed for m ∈
{1, 2, 3} (corr. 2-PAM, 4-PAM and 8-PAM) and q ∈ {1, 2, 3}. First notice
that the maximum achievable diversity gain is achieved for all the simulated
cases, since the slopes of the simulated curves are equal to that of the cor-
responding outage rate. Also notice that the performance of our proposed
system for q = 2 is signi�cantly close to the corresponding outage rate.
Finally observe that for all values of m, using non-binary LDPC codes en-
tails a signi�cant performance gain with respect to the binary LDPC case,
e.g. for m = 2 and CFER = 10−2 the gap between GF (4)-LDPC coding
(q = 2) and binary LDPC coding (q = 1) is approximately 3.2 dB. A slight
performance degradation is obtained for q = 3. The reason being that as
q increases, the number of check nodes interconnecting the LDPC factor
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Figure A.5: CFER versus Eb/N0 of the proposed JNBICM scheme

for di�erent values of q and m.

graph to that of the soft demapper decreases. Consequently, short-length
cycles are more likely to appear between such factor graphs, which gets
even more likely if m also increases. The rationale follows by noting that
the performance of the SPA is known to degrade when applied to cyclic
factor graphs with low girth (i.e. with small length of the shortest cycle).

VI. Concluding Remarks

In this manuscript we have presented a novel Joint Network-Bit Inter-
leaved Coded Modulation scheme for the time-division 2-user MARC with
orthogonal quasi-static fading channels. The proposed scheme combines
linear network coding with Bit-Interleaved Coded Modulation (BICM) us-
ing non-binary LDPC codes in order to exploit the spatial diversity of the
setup. The common receiver is based on iteratively exchanging soft in-
formation between a soft demapper and the soft-input-soft-output (SISO)
non-binary LDPC decoders corresponding to each source. Monte Carlo sim-
ulations have veri�ed, on one hand, that the proposed approach based on
non-binary LDPC codes outperforms its binary coding counterpart at no
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loss in diversity. Future research will be conducted towards optimizing the
LDPC parity check matrices and the mapping rules µi(·) (i ∈ {1, 2, R}) via
EXIT charts.
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Abstract � This paper proposes a novel joint non-binary net-
work channel code for the Time-Division Decode-and-Forward
Multiple Access Relay Channel (TD-DF-MARC), where the relay
linearly combines � over a non-binary �nite �eld � the coded se-
quences from the source nodes. A method based on an EXIT chart
analysis is derived for selecting the best coe�cients of the linear
combination. Moreover, it is shown that for di�erent setups of the
system, di�erent coe�cients should be chosen in order to improve
the performance. This conclusion contrasts with previous works
where a random selection was considered. Monte Carlo simula-
tions show that the proposed scheme outperforms, in terms of
its gap to the outage probabilities, the previously published joint
network-channel coding approaches. Besides, this gain is achieved
by using very short-length codewords, which makes the scheme
particularly attractive for low-latency applications.

Keywords�Fading multiple access relay channel, joint network-channel
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I. Introduction

Node cooperation has been widely shown to improve the performance
of wireless networks with several terminals by increasing the robustness of
the system to channel variations such as deep fades, as well as by enabling
signi�cant energy savings. The essence of node cooperation lies in jointly
processing the in-network information by all the constituent nodes of the
network, which allows improving the spectral and power e�ciency of wire-
less networks and ultimately, attaining the desired diversity-multiplexing
tradeo� without requiring additional complexity (e.g. co-located multiter-
minal MIMO schemes).

A particular example of relay cooperation in multi-terminal networks
is the so-called Multiple-Access Relay Channel (MARC). The MARC is
a communication scenario where two or more information sources forward
data to a single common destination with the help of an intermediate relay
[18]. In this scenario, the relay can work in full [17,18] or half duplex mode.
For the half duplex mode, the following transmission strategies have been
proposed: i) the Constrained MARC (C-MARC [25]), where the sources
transmit during the �rst time slot and coordinate with the relay during the
second time slot by transmitting information; ii) the Orthogonal MARC
(O-MARC, see [23,24]), where the sources and the relay transmit over two
orthogonal channels; and iii) the Time-Division MARC (TD-MARC, see
[14]), where both sources and the relay convey their data by using three
orthogonal channels, i.e. for two sources the total transmission time is
divided into three time slots, one for each transmitting node. On the other
hand, during the last decade the well-known relaying strategies Decode-
and-Forward (DF), Compress-and Forward (CF) and Amplify-and-Forward
(AF) originally developed for the conventional relay channel [7] have been
applied to the aforementioned MARC models in a number of contributions
(see e.g. [17,18,23�25] and references therein).

When dealing with practical coding schemes for the MARC scenario,
the TD-MARC, along with a DF strategy, has been widely studied in the
related literature [5,10,13�16,21,27�30]. Although the time-division scheme
involves a suboptimal use of the available bandwidth, it allows for an eas-
ier implementation in practical systems thanks to the use of half-duplex
relays and the lack of stringent synchronization constraints. Besides, the
DF strategy o�ers a higher code design �exibility. In this work we speci�-
cally focus on the 2-user TD-MARC with a DF relaying strategy (hereafter



99

coined as TD-DF-MARC), which is schematically depicted in Figure B.1. It
is important to note that the capacity bounds for this model can be derived
from the capacity bounds of the O-MARC [12,25].
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Figure B.1: Block diagram of the considered 2-user TD-DF-MARC

scenario.

In the MARC we are interested in maximizing the information con-
veyed by the relay node. To this end, network coding [1, 20] has become
a widely used technique to complement channel coding schemes used for
combating channel-induced errors. Combining the data from both sources
at the intermediate relay node embodies a practical tool for approaching
the capacity bounds of the TD-DF-MARC scenario. However, by treating
network and channel coding separately some performance loss is expected,
since the network decoder cannot use the output soft information computed
by the channel decodes. Likewise, the channel code cannot exploit the re-
dundant information provided by the network code. This observation is
further supported by the �ndings in [8, 22], where it was shown that in
general, capacity can only be achieved by conceiving channel and network
coding as a single non-separated data processing stage.

In this context, several practical joint network-channel coding schemes
have been recently proposed [5,9,10,13�16,21,27�30]. In [14] joint network-
channel coding for TD-DF-MARC model was �rst considered. The authors
proposed distributed regular LDPC codes as the joint network-channel code
at the relay node, where the destination jointly decodes the messages from
the sources with the aid of the information sent from the relay, as op-
posed to [6] where the two messages transmitted from the sources were
separately decoded. In [13] the authors follow the same idea by propos-
ing a turbo-code-based joint network-channel coding scheme. Parallel to
these proposals, the authors in [21] proposed a similar scheme for high-
order modulations. More recently a joint coding scheme based on WiMax
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LDPC codes was presented in [5], whereas in [16,29] two schemes based on
turbo codes were investigated. Furthermore, some joint non-binary coding
schemes have been recently reported in [27] (non-binary network coding)
and [10, 15] (non-binary network and channel coding). Finally, in [28, 30]
the authors proposed a joint network-channel coding scheme where the relay
transmits the soft values resulting from its decoding procedure over AWGN
channels.

The present work joins the upsurge of research on the TD-DF-MARC
scenario by proposing a novel Joint Network-Channel Code (JNCC) where
the relay linearly combines � over a non-binary �nite �eld � the coded
sequences from the source nodes. The iterative decoding procedure at the
common destination is performed by running the Sum-Product Algorithm
(SPA [19]) on the factor graph describing the proposed JNCC, which is
compounded by three sub-factor graphs: two describing the channel codes of
each source, and a third describing the network coding operation performed
at the relay node. Speci�cally, the key contributions of this manuscript over
the state of the art on this topic are as follows:

• The proposed scheme does not perform channel coding on the already
network-coded bits, reducing the complexity at the relay node with-
out compromising performance. To the knowledge of the authors, all
practical schemes for fading channels found in the related literature1

perform channel coding on the already network-coded bits.

• It is shown that a tailored selection of the set of coe�cients used
in the network coding operation, namely, the Network Coding (NC)
coe�cients, outperforms a random choice as done in [10]. This se-
lection is performed by matching the EXtrinsic Information Transfer
(EXIT, [11, 26]) functions of the compounding codes on the EXIT
chart.

• Contrary to previous literature, the JNCC allows the sources to use
completely di�erent channel codes, at the sole expense of an increased
complexity when choosing the NC-coe�cients through EXIT-curve
matching.

• The work presented here considers convolutional codes at both source
nodes. As a consequence of the previous point, both convolutional

1In [28] a similar coding procedure at the relay is proposed; however, their study is
restricted to AWGN channels and binary network coding.
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codes can be independently terminated. This fact allows us to use very
short-length codewords, making the scheme particularly attractive for
low-latency applications.

The remainder of the manuscript is organized as follows: Section II in-
troduces the system model, whereas the decoding algorithm of the proposed
JNCC is detailed in Section III. In Section IV an analysis on the in�uence of
the NC-coe�cients is performed through EXIT charts. Section V discusses
the obtained Monte Carlo simulation results, and �nally Section VI ends
the paper by drawing some concluding remarks.

II. System Model

Let (Ω, β,P) be the underlying probability space where all the random
variables (r.v.) are de�ned. We use uppercase when referring to r.v. and
lowercase when referring to realizations of r.v. In addition, we use boldface
when referring to vectors; thus, uppercase and boldface refer to random
vectors. For discrete r.v., we denote the probability mass function (p.m.f.)
of the discrete r.v. X as PX(x) , P{X = x}. For continuous r.v., we
denote the probability density function (p.d.f.) of the continuous r.v. X as
pX(x). However, when the context is clear, we use P (x) and p(x) for p.m.f.
and p.d.f., respectively.

Referring to Figure B.1, for simplicity we have considered a symmetric
scenario consisting of 2 unit-entropy binary information sources S1 and
S2, which generate blocks U1 ∈ {0, 1}K and U2 ∈ {0, 1}K of length K.
As depicted in this �gure, at each transmitter the sequence is channel-
coded by a convolutional code, producing the codeword Cm , {Cm

t }Nt=1 ∈
{0, 1}N , with m ∈ {1, 2} denoting the source index. The code rate is
therefore given byR = K/N . Each codeword is then interleaved yielding the
interleaved codeword Xm = Πm (Cm), where Π1 and Π2 are two di�erent
random spread interleavers with a spread factor equal to q ∈ N. Finally,
the codeword is modulated, resulting in the transmitted sequence Sm ,
{Smt }Nt=1, which is transmitted over M = N/2 complex dimensions (i.e. N
real dimensions). During the �rst and second time slots source S1 and S2

transmit to both the relay and destination nodes the sequence S1 and S2,
respectively. The third time slot is used by the relay to process the data
from the sources and transmit the resulting coded data to destination.
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Regarding the links between nodes, we denote as dk,j the distance from
transmitter k ∈ {1, 2, R} (R: Relay) to receiver j ∈ {R,D} (D: Destination).
Moreover, considering the power at the end of the source-destination link P0

as the reference, the received power at the end of each link will be given by
P0 ·(dS,D/dk,j)δ, where δ denotes an attenuation exponent. In what follows,
and without loss of generality, the distances are normalized with respect to
dS,D = 1 and we consider P0 = 1. Thus, the attenuation undergone by the
signals due to the distance-dependant propagation losses of a given link can
be expressed as d−δk,j . Therefore the received symbol per real dimension at
each receiver is given by

Y m,j
t = αk,j ·

√
d−δk,j · S

k
t +Nk,j

t , (1)

where αk,j is Rayleigh distributed with E[α2
k,j ] = 1 ∀k, j, and {Nk,j

t }Nt=1 are
modelled as real Gaussian i.i.d. random variables with zero mean and vari-
ance Nk,j

0 /2. The values of {αk,j} are assumed to remain constant within
the duration of a transmitted block (i.e. quasi-static fading). Moreover, full
channel state information (CSI) is assumed at the receivers.

A. Relay Node

Consider the set of all 2q polynomials ρ(z) of degree q−1 with coe�cients
lying in GF (2) (the binary Galois �eld). Let g(z) be a prime polynomial
(i.e., monic and irreducible polynomial) of order q. Then, this set becomes a
�nite �eld, GF (2q), by de�ning the addition ⊕ and multiplication ⊗ rules as
themod g(z) remainder of the sum and product of two polynomials, respec-
tively. Notice that since themod g(z) addition rule is just componentwise
addition of coe�cients in GF (2), GF (2q) under addition is isomorphic to
the vector space (GF (2))q of binary q-tuples with mod 2 elementwise ad-
dition, denoted hereafter as ∧. Therefore, there is a one-to-one mapping
ψq : (GF (2))q → GF (2q) de�ned as ψq(a0, . . . , aq−1) =

∑q−1
k=0 akz

k such
that ψq(a) ⊕ ψq(b) = ψq(a ∧ b), where a,b ∈ (GF (2))q. In addition, we
index the elements ρi ∈ GF (2q), i ∈ {0, . . . , 2q−1} by the base-10 notation
of the corresponding binary tuple (a0, . . . , aq−1). In the following we refer
to the elements of the �nite �eld GF (2q) as non-binary symbols.

In the �rst and second time slots the relay receives the channel sequences
Y1,R , {Y 1,R

t }Nt=1 and Y2,R from sources S1 and S2, respectively and it
deinterleaves them. Then, it executes the BCJR algorithm [2] twice in order
to obtain the estimations Ĉ1 and Ĉ2 of the source channel-coded sequences,
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which are then interleaved in order to obtain the estimated interleaved coded
bits X̂1 and X̂2.

Each of the interleaved coded sequences X̂1 and X̂2 is partitioned into
N/q sub-sequences of length q. We denote as V m = ψq({X̂m

i }qi=1) ∈ GF (2q)
to the non-binary symbol associated to the corresponding sub-sequence.
The non-binary symbol of the relay V R is now computed as the linear
combination of the non-binary symbols corresponding to each source, i.e.

V R , ψq
(
ψ−1
q

(
h1 � V 1

)
∧ ψ−1

q

(
h2 � V 2

))
, f(V 1, V 2), (2)

where h = (h1, h2) and hm ∈ {ρi}2
q−1
i=1 represents the NC-coe�cients used in

the linear combination. Finally, the modulated symbols associated to each
sub-sequence are computed as {SRi }

q
i=1 = 2 · ψ−1

q (V R) − 1 and the trans-

mitted signal SR is obtained by concatenating the N/q resulting modulated
sub-sequences.

III. Iterative Joint Network-Channel Decoder

The destination receives the channel outputs Y , (Y1,D,Y2,D,YR,D).
The aim of the JNCC decoder is to �nd the source binary symbols {Umk }Kk=1

that maximize the conditional probability P (umk |y), which is obtained by
marginalizing the joint conditional probability P (um|y). This marginal-
ization is e�ciently computed by applying the SPA over the factor graph
describing P (um|y). Figure B.2 shows the three compounding sub-factor
graphs of the proposed JNCC: two describing the source convolutional
codes, and the third one describing the network code used at the relay.
As explained in Section II-A, the factor graph of the relay network code
is in turn composed of N/q parallel and identical factor nodes, depicted in
Figure B.2 as the oversized factor nodes which we hereafter refer to as net-
work check nodes and labelled with NCl, l ∈ {1, . . . , N/q}. Furthermore,
we de�ne yl , (y1,D

l ,y2,D
l ,yR,Dl ) as those components of Y associated to

the network check node NCl. In the next subsection the derivation of the
factor graph corresponding to one of these network check nodes is explained,
which is then incorporated into the overall factor graph plotted in Figure
B.2.

Since the overall factor graph of the JNCC has loops, the SPA is itera-
tively run between the sub-factor graphs corresponding to the relay network
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Figure B.2: Factor Graph of the Proposed JNCC.

code and the convolutional codes. After a �xed number of iterations I, the
Umk is computed as

P (umk |y) ∝
∑
∼umk

Tk(sk, u
m
k , c

m
k , sk+1)α(sk)β(sk+1)

∏
t: cmt ∈cmk

γ(cmt ), (3)

where α and β are the forward and backward messages passed from the
adjacent state nodes to the factor node Tk given by the Trellis of the con-
volutional code; cmk are the coded bits cmt associated to umk ; and γ are the
messages passed from the variable nodes cmt to Tk (i.e. the likelihoods).
Note that in the case of not having a relay, the likelihoods γ are given by
γ(cmt ) = p(ym,Dt |cmt ). However, when the relay is present, these likelihoods
now depend on the messages passed by the network check nodes associated
to the interleaved binary symbol xm

Π−1
m (t)

, i.e. γ(cmt ) = γ(xm
Π−1

m (t)
), where

γ(xmt ) ∝ p(yl|xmt ). In the next subsection a factorized form of p(yl|xmt ) is
derived.
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A. Factorization of p(yl|xmt )

In this section the factorization of the conditional probability p(yl|xmt )
is derived. As before, the upper index j refers to the random variables
associated with both sources and the relay, whereas the index m only refers
to variables associated to the sources, i.e. j ∈ {1, 2, R} and m ∈ {1, 2}.
Besides we use index m to refer to the complement of m, i.e. m = 3 −
m. As p(yl|xmt ) only depends on the bits belonging to the corresponding
pair of sub-codewords of length q, we focus on any given pair {Xm}m=1,2,
where Xm = (Xm

1 , . . . , X
m
q ). Thus, we use the subindex i to denote the

position of a given bit inside its corresponding sub-codeword. For the sake
of simplicity we drop the super index D from the set of received signals
Y = {Yj,D}j=1,2,R and rewrite the channel random variables for a given

sub-codeword as Yj
l = {Y j

l,i}
q
i=1.

In order to compute p(yl|xmi ), let us �rst focus on the a priori informa-
tion provided by the channel decoder. The sequence of random variables
{Xm

i }qi=1 is assumed to be i.i.d. based on the fact that a spread interleaver
is used to suppress strong dependencies (4-length cycles in the underlying
factor graph) between the bits belonging to the same sub-codeword. More-
over, the p.m.f of its associated non-binary symbol V m = ψq(X

m
1 , . . . , X

m
q )

is given by

PVm(v) ,
∑

xm1 ,...,x
m
q

1
[
v = ψq(x

m
1 , . . . , x

m
q )
] q∏
i=1

P aXm
i
(xmi ), (4)

where the last factor represents the a priori probabilities of {Xm
i }qi=1.

As shown in expression (2), the non-binary symbols V 1 and V 2 are
linearly combined over the �nite �eld GF (2q), producing the non-binary
symbol V R. Therefore, the non-binary symbols joint p.m.f. can be factor-
ized as

P (v1, v2, vR) = P (vR|v1, v2)P (v2|v1)P (v1) (5)

= P (v1)P (v2)1
[
vR = f(v1, v2)

]
, (6)

where V R = f(V 1, V 2) is the linear combination de�ned in (2). Now let
us focus on the information coming from the channels. Due to the TDMA
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scheme, the following Markov chains are veri�ed:

Y1
l ⇔ V 1 ⇔ (V 2, V R,Y2

l ,Y
R
l ),

Y2
l ⇔ V 2 ⇔ (V 1, V R,Y1

l ,Y
R
l ),

YR
l ⇔ V R ⇔ (V 1, V 2,Y1

l ,Y
2
l ).

Hence, we have

p(yl|v1, v2, vR) = p(y1
l |v1)p(y2

l |v2)p(yRl |vR). (7)

Furthermore, the non-binary symbols can also be expressed by the cor-
responding modulated symbols {Sji }

q
i=1 ∈ {±1}q as

V j = ψq

({
(1 + Sji )/2

}q
i=1

)
, θq

(
{Sji }

q
i=1

)
,

yielding

p(yjl |v
j) ∝

∑
sj1,...,s

j
q

1

[
vj = θq(s

j
1, . . . , s

j
q)
] q∏
i=1

p(yjl,i|s
j
i ), (8)

where the last product is due to the memoryless channel assumption made
in this work, with

p(yjl,i|s
j
i ) ∝ exp

−

(
yjl,i − αj,D ·

√
d−δj,D · sji

)2
N0

 . (9)

Now, from expressions (6) and (7) and by applying the Bayes theorem,
we obtain the joint a posteriori p.d.f. of the non-binary symbols as

p(v1, v2, vR|yl) ∝ p(y1
l |v1)p(y2

l |v2)p(yRl |vR)·

· 1
[
vR = f(v1, v2)

] P a(v1)P a(v2)
p(yl)

. (10)

Likewise, one can compute the a posteriori p.m.f. P (vm|yl) of the non-
binary symbol associated to a given source by marginalizing the previous
equation. Thus,

P (vm|yl) = p(yml |vm)P a(vm)·

·
∑
vm,vR

1
[
vR = f(v1, v2)

] p(yml |vm)P a(vm)p(yRl |vR)
p(yl)

. (11)
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On the other hand, following a similar reasoning as in (4), we obtain

P (xm1 , . . . , x
m
q |yl) =

∑
vm

1
[
vm = ψq(x

m
1 , . . . , x

m
q )
]
P (vm|yl), (12)

from which we can compute the bitwise channel conditional p.d.f. by
marginalizing and applying again the Bayes Theorem, i.e.

p(yl|xmi ) =
∑

∼xmi ,vm
P (vm|yl)1

[
vm = ψq(x

m
1 , . . . , x

m
q )
] p(yl)

P (xmi )
, (13)

where ∼ xmi , {xmj }∀j ̸=i. Finally, combining (11) and (13), we get

p(yl|xmi ) =
∑

∼xmi ,vm
1

[
vk = ψq(x

m
1 , . . . , x

m
q )
]
·

· p(yml |vm)
∏
i′ ̸=i

P a(xmi′ )P
MARC(vm), (14)

with

PMARC(vm) ,
∑
vm,vR

1
[
vR = f(v1, v2)

]
· p(yml |vm)P a(vm).p(yRl |vR). (15)

The factorized form of p(yl|xmi ) given in expression (14) is graphically
represented by the factor graph depicted in Figure B.3, where for the sake
of clarity the sub-index l is dropped. The application of the SPA over
the factor graph of Figure B.3 allows for a e�cient computation of the
likelihoods γ(xmt ). To be concise, the SPA iterates between the sub-factor
graphs corresponding to the relay network code and the convolutional codes.
It should be remarked that if the probability p(yRl |vR) (message) is not
dependent on the data from source m (e.g., when the NC coe�cients are set
to zero or the relay-destination channel is in deep fade), then PMARC(vm)
will be uniformly distributed and consequently the exchange of messages
between both convolutional decoders (PMARC(vm)) will not improve the
performance of the decoder (see Fig. B.3).

Although the factor graph shown in Fig. B.2 has been constructed
for convolutional codes, it could be easily modi�ed if iteratively decodable
codes (e.g. LDPC, Turbo) are used, by facing their outer codes with the
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Relay Network code subgraph. However, care should now be taken when
programming the decoder activation scheduling.

In [3] scheduling algorithms for both parallel and serially concatenated
codes with several compounding graphs are proposed. We further refer
to [3] for algorithms that �nd the fastest convergent code activation sched-
ule. Finally, a particular case where non-binary LDPC codes were used as
channel codes was published by current authors in [15].
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Figure B.3: Factor Graph representing the factorization of

p(yl|xmi ), i.e. the network check node NCl.

In the next section, the EXIT charts of the proposed JNCC are used to
obtain a pair of NC-coe�cients that optimizes the performance of the sys-
tem. To simplify the exposition, the optimization procedure next presented
assumes that both sources are detected with no errors at the relay, in line
with the assumptions made in the related literature [5, 14, 15,21].
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IV. Analysis of the Relay Network Code based on EXIT

charts

An additional insight can be gained through an analysis of the NC-
coe�cient based on the interchange of mutual informations between the
output of the channel decoders and the output of the relay network decoder.
Due to the iterative nature of the decoding algorithm, EXtrinsic Information
Transfer (EXIT, see [11]) charts are a good method for visually exploring
this iterative exchange of information. Given a code, the EXIT function
associated is de�ned by the relation between the a priori mutual information
at the input of the decoder (commonly denoted as Ia) and the corresponding
extrinsic mutual information Ie at its output, i.e. Ie = T (Ia). For further
information on EXIT charts we refer [11] and references therein to the
reader.

We will denote the transfer function of the network code for a given q and
h as INCe = T qh(I

NC
a ). Notice that, T qh(0) and T

q
h(1) represent the extrinsic

information at the output of the network decoder with no a priori and full a
priori information about the information bits, respectively. Moreover, since
the mutual information at the input of the channel decoders is equal to the
mutual information at the output of the network decoder, i.e. ICCa = INCe ,
the extrinsic mutual information at the output of the convolutional decoders
is given by ICCe = TCC(INCe ). Thus, for a successful decoding procedure,
there must be an open gap between both EXIT curves so that the iterative
decoding can proceed from ICCe = 0 to ICCe = 12. When both transfer
functions intersect, the iterative process will stop at a given extrinsic mutual
information of the source bits ICCe < 1. A crossing yielding ICCe ≤ 0.5
will be referred to as early-crossing and as late-crossing, otherwise (i.e.,
0.5 < ICCe < 1). Since the transfer functions are monotonically increasing,
the higher the value T qh(0) is, the later the early-crossing will occur. On the
other hand, and if no early-crossing occurs, the higher the value of T qh(1)
is, the closer ICCe will be to one.

Next, we justify the reason why the NC coe�cients have a greater im-
pact on the value of T qh(1) than on T qh(0). When no a priori information is
available at the network decoder, all its information comes from the sources-
and relay-destination links. On the other hand, when full a priori infor-
mation is available, only the information provided by the relay-destination

2Although for a perfectly successful decoding the �nal ICCe should be equal to one,
we also consider the values of ICCe ≈ 1 that yield to negligible error �oors.
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link is relevant, since the information regarding the coded messages from
the sources is fully supplied by the channel decoders. In addition, from the
Area Theorem of EXIT charts [11], which states that the area below the
transfer function depends only on the rate of the encoder, the area below
the transfer functions will be constant ∀q,h. Consequently, the transfer
functions of those NC-coe�cients with a large value of T qh(1) are expected
to be �at shaped at low values of INCe , and steep shaped at values near one.

To corroborate the above, let us �rst assume AWGN channels (i.e.
α = (1, 1, 1)). Figure B.4 plots the EXIT chart of a network check node for
di�erent NC-coe�cients and values of q, along with the transfer function of
a 22-state (CC2) and a 26-state (CC6) convolutional code with same trans-
mission rate 1/3. Note that by the symmetry of the network, it is su�cient
to consider only those NC-coe�cients h = (ρi, ρj) with indexes verifying
1 ≤ i ≤ j ≤ 2q − 1. For the sake of clarity, we will denote h = (ρi, ρj) by
(i, j). From this �gure, it can be observed that the transfer function cor-
responding to h = (1, 1) (i.e. raw XOR-network coding) maximizes T qh(0)
and minimizes T qh(1) for all q. Also observe that for high values of q and for
some NC coe�cients, the initial �at shape of the plotted transfer functions
curves induces an early-crossing with the curve of CC2, and consequently
the system requires more energy per symbol to open the gap between these
curves. In this case, one may opt to select NC-coe�cients that increase
the value of T qh(0), so the early-crossing could be avoided. As a drawback,
a higher error �oor due to their associated lower T qh(1) is expected. As
highlighted in the �gures, such alternate coe�cients are given by h = (2, 2)
(q = 2), h = (6, 6) (q = 3), h = (7, 7) (q = 4) and h = (14, 15) (q = 5).

Therefore, for AWGN channels we can conclude that by a proper choice
of the coe�cients an iterative gain will be achieved when using a linear
combination of the estimated symbols, as it was also stated in [28]. This
contrasts with the more commonly used scheme based on a channel encoder
at the relay. Moreover, from the variety of transfer functions generated by
the family of NC coe�cients, it is also concluded that a tailored non-binary
linear combination at the relay can outperform 1) the XOR coding method
(i.e. h = (1, 1)) �rst proposed in [6,28,29]; and 2) a random choice of such
parameters as was proposed in [10,27].

Before considering the more general case of fading channels, observe
that the proposed soft-output network decoder can be seen as N/q parallel
systematic codes W(h); each of them having the 3q-length codewords W =
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Figure B.4: EXIT charts for di�erent network decoders and convo-

lutional codes.

({X1
i }
q
i=1, {X2

i }
q
i=1, {XR

i }
q
i=1) where its systematic bits ({X1

i }
q
i=1, {X2

i }
q
i=1)

correspond to the interleaved bits of the sub-sequences from sources S1 and
S2, respectively, and its parity bits, {XR

i }
q
i=1, correspond to the bits gener-

ated by the relay. Hence, each pair of NC-coe�cients generates a particular
codeW(h) with a di�erent distance spectrum and therefore, di�erent trans-
fer functions. Moreover, the relation among these functions depends solely
on their distance spectrum and it is independent of the quality of the chan-
nels.

We now look at Rayleigh fading links. In this case, di�erent realization
of the coe�cients of the Rayleigh fading α will produce di�erently shaped
transfer functions, making T qh a random mapping from R → R. If the
channel between the relay and the destination is in a deep fade, no gain
is obtained by iterating (since PMARC(·) is uniform), and a late-crossing
might occur (given that T qh(0) is high enough). On the other hand, if
a deep fade occurs in both source-destination channels, an early-crossing



112 APPENDIX B. Paper II

could be produced due to the low value of T qh(0). Both situations are shown
in Figure B.5, which plots the EXIT curves of 100 channel realizations
for q = 2 and h = (2, 3). In this Figure, the curves corresponding to
two fading realizations producing an early- and late-crossings, have been
highlighted for clarity. Since a decoding error is produced when a crossing
occurs, the probability of a failed decoding event could be approximated by
P{failed decoding} ≈ P{early-crossing}+ P{late-crossing}.

It should be mentioned that the P{early-crossing} strongly depends on
the quality of the channels whereas P{late-crossing} is not so dependant.
The reason being that increasing the received signal-to-noise ratio will re-
duce the probability of an early-crossing, since the decoder would be fed
during the �rst iteration with more reliable channel information. How-
ever, the late-crossing probability will not be signi�cantly reduced since the
in�uence of the information provided by both source-destination channels
decreases as the channel decoders begin to provide a priori information
regarding the source encoded bits. Therefore, as the signal-to-noise ratio
increases, the late-crossing probability starts to dominate the failure prob-
ability, and hence, beyond a certain value of the signal-to-noise ratio, the
early-crossing probability becomes negligible, regardless of the channel code
used.

In addition, the failure probability will also depend on the type of con-
volutional code used and as shown in Fig. B.5, the more complex the code
is, the larger the value of T qh(0) should be in order to avoid early-crossings.
On the contrary, the less complex the code is, the higher the value of T qh(1)
should be in order to avoid late-crossings. Therefore, the value of T qh(0)
and T qh(1) will strongly determine the failure probability of the proposed
decoder. To analyze the crossing probabilities one has to statistically char-
acterize the behavior of the random variables T qh(0) and T

q
h(1) for di�erent

values of q and NC-coe�cients. To that end, we next show that the distri-
bution of these random variables depend on the path-loss gain su�ered by
the signal coming from the relay (i.e. the position of the relay).

For T qh(1) (i.e., the full a priori case) the extrinsic information generated
by the network check nodes (i.e., PMARC(·)) depends on the quality of the
relay-destination channel through the check node associated to the linear
combination. Therefore, in the limit when the SNR of the relay-destination
channel tends to in�nity, the probability of P(T qh(1) = 1) tends to one.
As a consequence, the slope of transfer functions will increase since T qh(0)
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Figure B.5: EXIT curves of 100 system usages for q = 2 and h =

(2, 3).

remains fairly constant; and consequently, some of the early-crossings will
be avoided.

To make this analysis clearer, Figure B.6 shows the Cumulative Distri-
bution Function (CDF) of T qh(0) and T

q
h(1) for q = 3 and all combinations

of h for the cases where: the relay and the sources are at the same dis-
tance to the destination (0 dB gain), and the relay is placed at half distance
between the sources and destination (10 dB gain). As mentioned for the
AWGN case, it can be observed that the choice of a di�erent value of h has
a stronger impact on T qh(1) than on (T qh(0). Also, increasing the quality of
the relay-destination channel leads to an increase in the values of the real-
izations of T qh(1), which in turn diminishes P{T qh(1) < x} for any x ∈ [0, 1].
Moreover, P{T qh(0) < x} does not signi�cantly change as the gain in the
relay-destination link is varied.

Observe from Figure B.6 that given a q, there is a particular value h∗
1

(shown as solid lines) that minimizes3 P{T qh(1) < x}, ∀x ∈ [0, 1] regardless

3The minimization is performed by an exhaustive search over all possible h ∈ GF (2q)
(Figure B.6).
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the quality of the channels. Similarly, there is a value h∗
0 (shown as dashed

lines) that minimizes P{T qh(0) < x}, ∀x ∈ [0, 1].

At this point, by denoting the smaller SNR value that makes the term
P{late-crossing} to dominate the system performance as SNRth, the best
choice of NC-coe�cients is h∗

1 when SNR ≥ SNRth, and h∗
0, otherwise.

Based on this, the steps for selecting the NC-coe�cients can be summarized
as follows: 1) �nd the values of h∗

0 and h∗
1; 2) estimate by Monte Carlo

simulations the value of SNRth; and 3) choose h∗
0 or h∗

1 depending on the
operating region of the system.

In conclusion, the value of a good h will depend on the channel codes,
the relay position and channel conditions. This corroborates the previous
statement that a random choice of the NC-coe�cient might lead to some
performance degradation.

Finally, note that if the channel codes are composed of several sub-
graphs (e.g. LDPC or Turbo codes), several transfer functions (one for
each compounding subgraph) are obtained and a direct representation of
these functions will result in an N -dimensional EXIT chart. By converting
the N -dimensional EXIT chart into a two-dimensional EXIT chart, for ex-
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ample by using the EXIT Chart Projection Algorithm proposed in [3], the
above analysis could still be applied.

V. Simulation Results

In order to asses the performance of the proposed scheme and to corrob-
orate the conclusions from the previous analysis, several sets of simulations
have been performed. We have considered a symmetric scenario where both
source nodes are placed at the same distance from the destination nodes,
i.e. d1,D = d2,D. Regarding the relay position, three di�erent scenarios are
de�ned:

A) The relay and the sources are deployed at identical distance from the
destination, (i.e., SNRR,D = SNR1,D + 0dB). This setup was used
in [13,14].

B) The distance between the relay and the destination is three quarters
of the source-destination distance (SNRR,D = SNR1,D + 4.4dB) as
used in [5, 15].

C) The relay is set at approximately half the distance between the sources
and the destination (SNRR,D = SNR1,D+10dB). This setup was also
considered in [13].

The channel codes used at both source nodes are identical, non system-
atic convolutional codes of rate 1/3. Two types of convolutional codes are
considered: a 22-state [5, 7, 7]8 code4 (heretofore denoted as CC2), and a
26-state [554, 624, 764]8 code (correspondingly, CC6). A zero-bit termina-
tion tail is appended at each source sequence. We use packets of K = 32
bits (i.e. we use M = 32 · 3/2 = 48), and the interleavers have been ran-
domly generated and are independent of each other. We have considered
4-QAM5, which leads to an spectral e�ciency of ρ = 4/9 [bits per complex
dimension], and the number of iteration for the SPA has been set to I = 15.
Finally, from the region of achievable decode-and-forward rates of the TD-
MARC given in [12], (derived from the capacity bounds of the C-MARC

4The subindex 8 in the de�nition of the code stands for octal.
5Further improvement can be expected with higher order modulation schemes and by

applying the so-called Bit-Interleaved Coded Modulation (BICM [4]) technique. However,
this research line lies beyond the scope of this manuscript.
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in [25]), a set of upper bounds on the outage probabilities has been obtained
by specifying the actual packet lengths of the source information bits and
the transmitted sequences (K = 32, M = 48). These outage probability
bounds are used as an information-theoretic benchmark for the Packet Er-
ror Rate (PER), where a packet is in error if one or both sources packets
are erroneously decoded.

Based on the analysis carried out in Section IV, the NC-coe�cients
for q = 3 that minimizes P{T qh(1) < x} and P{T qh(0) < x} are given by
h = (6, 6) and h = (1, 1), respectively. To corroborate the optimality of
these values a �rst set of simulations have been done for scenarios A and C
(Fig. B.7-B.8). Since we are mainly interested in the selection of the NC
coe�cients, in these simulations error-free links between the sources and
the relay are assumed. Nevertheless, the noisy source-relay link case is also
discussed later in this section.

By using the channel code CC2, Figure B.7 plots the end-to-end PER
versus Eb/N0 = SNR − 10 log10 ρ (in dB) for all possible values of h and
for scenarios A (lefthand plot) and C (righthand plot). It can be observed
that in scenario A, and for all values of SNR, the coe�cients h = (6, 6) (i.e.
h∗
1) are the optimal choice. For scenario C, h∗

1 is still optimal in the range
SNR > SNRth (recall that SNRth denotes the SNR at the crossing of the
curves for h∗

1 and h∗
0); however, for SNR < SNRth the optimal choice is

h = (1, 1) (i.e. h∗
0). This corroborates what was stated in Section IV, that

the use of low-complexity codes reduces the in�uence of P{early-crossing},
leading to low values of SNRth (in scenario A SNRth < 0 and in scenario
C SNRth ≈ 3). Moreover, it can be seen that as the quality of the relay-
destination link increases (going from scenario A to C), the value of SNRth
increases; as also stated in Section IV.

Figure B.8 shows a similar analysis on the PER when using the CC6
code, instead. It can be observed that in both scenarios SNRth arise at high
values of SNR, since h∗

0 outperforms h∗
1 for the SNR ranges of interest (in

scenario A and C, the crossing occurs at SNR > 20dB and SNR > 16dB,
respectively), corroborating the fact that we are using high-complexity con-
volutional codes (see Section IV).

Furthermore, these results show that as the relay is placed toward the
destination, a tailored selection of the NC-coe�cients improves the perfor-
mance of the system; e.g. in scenario C, gains of 1.3dB and 1.5dB, with
respect to the worst selection, can be achieved when using CC2 and CC6,
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Figure B.7: Outage probabilities and PER performance of the pro-

posed approach when the CC2 convolutional code is

used.

respectively . One can also conclude from the �gures that, since the per-
formances for the di�erent coe�cients are roughly uniformly distributed
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Figure B.8: Outage probabilities and PER performance of the pro-

posed approach when the CC6 convolutional code is

used in scenario A (left) and C (right).

between the best and worst case scenarios, a gain of 0.75dB (scenario C
and CC6) is obtained with respect to the random choice of coe�cients.
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The next set of simulation compares the gap between the performance
of the proposed system with respect to the outage probability. This gap
is also computed for di�erent schemes found in the literature, all having
a spectral e�ciency less than 2 (bits per complex dimension). It should
be mentioned that all these schemes [5, 13�15] were analyzed assuming er-
ror free source-relay channels. Therefore, the outage probabilities (upper
bounds) for scenarios A,B,C has been computed with the later assumption
and for unconstrained channel inputs (Gaussian).

These gaps are given in Table B.1, where the �rst two columns refer to
our scheme. Observe that the proposed scheme outperforms all the reference
schemes. Moreover, the proposed system achieves these results by using
short-length codewords: 144 complex dimensions per use of TD-DF-MARC
in contrast to the 2176 utilized in [5], the 6000 utilized in [13, 14] or the
27000 utilized in [15].

Table B.1: Gaps to the outage probabilities in dB.

Scenario q=3, CC2 q=1, CC6 [15] [14] [13] [5]

A 1.39 1.44 - 3.4 2.7 -

B 1.64 1.64 1.7 - - 4.8

C 2.04 2.36 - - 5.2 -

Finally, we consider the case where non-ideal source-relay channels are
used. An unchanged implementation of the proposed scheme will lead to
error propagation at the decoder and as a result a degradation on the per-
formance as shown in Figure B.9. Moreover, at high SNRs, the closer the
relay to the destination is, the stronger the impact of the error propaga-
tion will be. However, since the error propagation also degrades the outage
probability as shown in Fig. B.9, the gap between the performance of the
unchanged scheme and the new outage probability curve [12] is still small,
and is in fact negligible at high SNRs. We conclude that our scheme is still
robust when non ideal channel error propagation occurs.

An alternative scheme to cope with the error propagation at the desti-
nation is as follows. This scheme assumes that the destination node knows
if an error has occurred at the relay (Relay State Information, RSI), e.g,
by using an additional low rate error free relay-destination channel. To this
end, a cyclic redundancy check (CRC) is added at the end of the source
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transmitted sequences, so that the relay can detect if any residual errors
have occurred in X̂1 and X̂2. If errors are detected in X̂m, the relay sets
hm to 0 (i.e. the sequence transmitted by the relay only conveys information
from S3−i) and the relay communicates that an error has been produced
to the destination. The decoder sets at the network check node, hm to 0,
avoiding in this way error propagation through channel decoders. However,
some performance degradation is still expected since PMARC(vm) (see Fig.
B.3) is now uniformly distributed and therefore no iteration gain will be
obtained. The performance of the RSI scheme is shown in Figure B.9 to-
gether with the corresponding outage probability. One can observe that the
performance loss with respect to the error-free case is negligible.

To conclude, Figure B.9 also shows the performance of: 1) the tradi-
tional separated network-channel coding scheme (SNCC, [12]); and 2) the
point-to-point scenario using the same spectral e�ciency as in the above
simulations. In the former, as explained in [12], the channel decoders at
the destination converts each incoming AWGN channel with fading into a
Bit-Erasure Channel which outputs either the correctly decoded symbol or
a erasure if the channel was in a deep fade. Thus, the source information
bits can be correctly decoded (using the XOR function with the correct
bits) if at least two out of the three channels are not in a deep fade. For
the sake of clarity we have only consider the scenario A for the simulations
of the SNCC scheme.

VI. Conclusions

This paper proposes a novel joint network-channel coding scheme for
the Decode-and-Forward Time-Division Multiple Access Relay Channel.
Speci�cally, we have designed a Joint-Network-Channel code which does
not perform channel coding on the already network-coded bits, reducing
the complexity at the relay node without compromising performance. A
method for selecting the best pair of coe�cients of the linear combination
is derived based on an EXIT charts analysis. Moreover, the proposed code
allows the sources to use completely di�erent channel codes, at the sole ex-
pense of an increased complexity on the EXIT chart analysis. The decoding
at the destination is performed by applying the SPA over the derived factor
graph of the JNCC code. Monte Carlo simulations show that the proposed
scheme outperforms, in terms of its gap to the corresponding outage proba-
bility upper bounds, the previously published schemes for the same network
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setup. Besides, this gain is achieved by using short-length codewords, which
makes our proposal particularly attractive for low-latency applications.
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Abstract � In this paper, we propose a novel decode-combine-

forward scheme for the multi-hop transmission in ad-hoc wireless
networks, where the information generated by two independent
sources has to be sent to a common destination based on multiple-
relay cooperation. The proposed scheme blends together LDPC
channel coding with linear combination of blocks of data over a
�nite �eld. The performance of the proposed system is compared
with two reference schemes previously proposed on the literature.
We provide simulation results which show that our scheme clearly
outperforms these reference systems.
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I. Introduction

Ad-hoc networks can improve the system performance signi�cantly by
relaying signals in multiple hops between the sources and the destination
without any central control. Multihop wireless networks have been the
focus of an intense research e�ort in recent times, [1,8,11]. Moreover, a large
number of papers appeared in the literature addressing the routing problem
in ad-hoc networks (see, for example, [10, 12] and the references therein).
Most of the routing strategies proposed so far are based on the traditional
store-and-forward mechanism, or, on the repetition-forward framework. In
this context we consider a multihop wireless network where path attenuation
and block Rayleigh fading is assumed. In particular, we have considered
the scenario where two source nodes want to transmit their independent
information to a far distant receiver node using relay nodes along the way.
Progressive transmission left to right (from source to destination) is also
assumed.

The binary symbols of each source are channel encoded by LDPC codes
[4] and high-order modulated before being transmitted. At each relay node,
the following operations are performed: decode, combine (linear combina-
tion over a �nite �eld) and forward transmission. The decoding scheme at
each node is based on applying the sum-product algorithm to a compound
factor graph [9] (where the LDPC decoders and the network coding scheme
are blend together) describing the joint probability of the communication
scheme at the corresponding node. The performance of the proposed sys-
tem is compared with previous schemes in the literature addressing similar
problems [2], [5].

The rest of the paper is organized as follows. Section II introduces
the network model considered. Section III describes the proposed decode-
combine-forward scheme. In Section IV the performance of the proposed
system is evaluated by Monte-Carlo simulations and �nally Section V con-
cludes the paper.

II. Network Model

We study the problem where two users a and b want to transmit data to
a destination located at a certain distance and segmented by n hops, with
the aid of n − 1 relays. Without loss of generality, we will assume unity
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distance between two consecutive nodes. For the sake of simplicity, we have
imposed a straight-line geometry, so we can easily compute distances and
signal attenuations between nodes. Half-duplex system is also considered,
thus a node can either receive or transmit data, but not both at the same
time. Since data is transmitted in a progressive way, one node can listen to
all the previous nodes, but not to the following ones.

Let N = {a, b, 1, . . . , n − 1, n} denote the set of nodes in the network,
where n is the destination node. We de�ne S = {a, b} ⊂ N , R = {1, . . . , n−
1} ⊂ N and D = {n} ⊂ N as the subset formed by the sources, the relays
and the destination, respectively. Moreover, for j = 1, . . . , n we de�ne the
subsets Tj = {a, b, 1, . . . , j − 1} ⊂ N as the subset of nodes from which
node j receives their transmitted symbols. Figure C.1 depicts the network
model. Regarding the Quality of Service (QoS), the proposed scheme works
under TDMA; so that the destination performs the decoding algorithm after
|N |−1 time slots. Therefore, the end-to-end delay increases proportionally
with the number of relays used for the retransmission of the data blocks
generated by the sources.

Users a and b transmit statistically independent binary data that is
segmented in blocks Ua and Ub of length K.

a

b

1 j − 1 j n − 1 n

S R D

Tj

Figure C.1: Network model.

Regarding the links between nodes, we consider independent (orthogo-
nal) quasi-static Rayleigh �at-fading channels where the T -sampled base-
band (complex) link input-output (X-Y ) relation from node i to node j at
time k is given by

Yk = |αij |
√
βijXk +N ij

k
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with β = l−δ modeling a path loss attenuation, l being the number of hops
(units) between the transmitter and the receiver node and δ being set to 4.
The Rayleigh coe�cient α and the additive Gaussian noise Nk are circularly
symmetric complex Gaussian random variables of zero mean and variance
one and N0, respectively. A realization of α is assumed to remain constant
for the duration of the transmitted block.

III. Proposed decode-combine-forward Scheme

A decode-combine-forward scheme is proposed to transmit the source
information blocks Ua ∈ {0, 1}K and Ub ∈ {0, 1}K to the destination. Nev-
ertheless, the decode-combine-forward scheme is not fully implemented in
all the nodes. The combine-forward part is performed by nodes S

∪
R (i.e.

nodes with a transmitting antenna), while the decode part is implemented
by nodes R

∪
D (i.e. nodes with a receiving antenna). Notice that only the

relay nodes R = {1, 2, . . . , n− 1} fully perform the decode-combine-forward
scheme. Next, we describe this process.

[Decode] Each node j ∈ R
∪
D receives the blocks sent by the nodes

i ∈ Tj (i.e. all the nodes located at its left, see Fig. 1). Based on these
observations, the node j estimates the source blocksUa andUb, denoted by

Û
aj

and Û
bj
, respectively. A detailed decoding explanation is postponed

to the next subsection.

[Combine-Forward ] At each node j ∈ S
∪

R, the source generated block

Uk (for nodes in S) or the previously decoded source blocks Û
aj
and Û

bj
(for

nodes in R) are LDPC encoded by using the same rate R = K/N LDPC

code. The resulting binary encoded blocks, X̃
a
and X̃

b
, are partitioned

into sub-blocks of length s before being mapped into the elements of the
�nite �eld F2s . We denote by Xi ∈ FNs

2s (i = a, b) with Ns = N/s the
corresponding mapped blocks. Before transmission, these blocks are linearly
combined in the vector space FNs

2s over the �eld F2s . That is,

Yj = hjaX
a + hjbX

b. (1)

where the local encoding vector [3] coe�cients, hj = (hja, h
j
b), h

j ∈ F2
2s , are

randomly1 generated by the node. However, and unlike in the relays, the

1We will constrain the election to {hj
i}

b
i=a ̸= 0
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Figure C.2: Factor graph employed for the decoding.

local encoding vectors at the source nodes a and b are �xed to (1,0) and
(0,1), respectively.

Both Yj and hj are forward transmitted by node j using a 2s-QAM
constellation. It is assumed that all the receiving nodes are able to perfectly
recover2 hj .

At each time instant k, k ∈ {1, . . . , Ns}, we denote the modulated Y j
k

symbol by Φ(Y j
k ) ∈ 2s-QAM. The sample transmitted by node j and re-

ceived by node i at time k is

V i
k = |αij | ·

√
βij · Φ(Y j

k ) +N ij
k , (2)

where αij , βij and N ij
k have been de�ned in Section II.

A. Decode

Let us consider an arbitrary node j ∈ R
∪
D. Notice that this node will

have m = |Tj | incoming links. Denote by (v1, ...,vm) the corresponding
received packets. Next, we will explain the proposed decoding method.

2For example, this can be done by channel encoding these coe�cients. Notice that if
Ns ≫ 2 the overhead will be small.
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The aim of the decoder is to implement a bitwise MAP decoding. That
is, to �nd the values of x̃a and x̃b that are most likely given (v1, ...,vm),
i.e. the (x̃a, x̃b) that maximizes P

X̃
a
,X̃

b|V1,...,Vm(x̃
a, x̃b|v1, . . . ,vm). For the

sake of simplicity PZ(z) will be denoted by p(z).

̂̃xik = argmax
x̃ik

∑
∼x̃ik

p(x̃a, x̃b|v1, . . . ,vm) (3)

for i ∈ S and k = 1, .., N . Since both sources are independent and the
channel is memoryless, the probability function can be factorized as shown
in (4).

p(x̃a, x̃b|v1, . . . ,vm) ∝
Ns∏
k=1

p(v1k, . . . , v
m
k |x1k, x2k)1I

[
Ψ(x̃a1,k, . . . , x̃

a
s,k) = xak

]
·

1I
[
Ψ(x̃b1,k, . . . , x̃

b
2,k) = xbk

]
·
N−K∏
i=1

1I
[
x̃a⊥HT

i

]
1I
[
x̃b⊥HT

i

]
(4)

where Ψ : Fs2 → F2s is the binary mapping3 and the �rst term is the
joint likelihood probability. The last two terms represent the parity-check
equations of both LDPC codes.

Let us focus on the joint likelihood probability p(v1k, . . . , v
m
k |xak, xbk). The

following set of equations in (5) shows the relationship between {vik}mi=1 and
{xik}bi=a.


v1k
...

vmk

 =


|α1j | . . . 0

...
. . .

...

0 . . . |αmj |

 ·


√
β1j . . . 0

...
. . .

...

0 . . .
√
βmj

 ·

Φ



h1a h1b
...

...

hma hmb

 ·

[
xak
xbk

]+


n1k
...

nmk

 (5)

vk = Λ ·Θ · (Πxk) + nk

3For the binary transformation we will consider the left bit as the most signi�cant bit.
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Since CSI is available at the receiving node, i.e. Λ · Θ is known, the
conditional probability at the node j is given by

p(vk|xak, xbk) = N
(
Λ ·Θ · (Πxk), σ2Im×m

)
. (6)

Consequently,

p(vk|xak, xbk) =

exp


−
∑m

i=1

∥∥∥vik − |αij |
√
βijΦ(hiax

a
k + hibx

b
k)
∥∥∥2

N0

 , (7)

where ∥ · ∥2 denotes the euclidean norm.

The marginalization of (3) can be e�ciently performed by the Sum-
Product algorithm (SPA) [7] applied to the factor graph (Figure C.2) de-
rived from the factorization of (4). Notice from this factor graph that the
likelihood probabilities of x̃a and x̃b are updated at each iteration. This
contrasts to what it is done in a standard LDPC decoding algorithm.

V. Results

In order to evaluate the performance of the proposed system, Monte
Carlo simulations have been done for di�erent values of |R|, i.e. di�erent
number of relays. An irregular LDPC code with dv = 9 and dc = 0.53x2 +
0.3x3 + 0.16x20 has been used as channel code. Each source generates
K = 1500 bits and a total of 4500 baseband symbols (1 complex dimension)
are transmitted through the system. Therefore, a spectral e�ciency of
ρS = 2

3 bits per transmitted symbol (i.e., bits per complex dimension) is
obtained. The Sum-Product algorithm performs 50 full iterations over the
corresponding factor graph.

Figure C.3 plots the bit error rate (BER) versus Eb/N0 = Es/(ρSN0)
for |R| = 0, . . . , 3. For low SNRs, the achieved diversity at the destination
(i.e. the slope of the BER curve) slowly increases with the number of
relays. Thus, for small number of relays the increment of diversity is not
signi�cant due to the pathloss attenuation su�ered by the signals. On the
other hand, as the number of relays increases, the achieved diversity starts
to increase since the pathloss attenuation becomes less signi�cant due to
the increment of incoming signals. For higher SNRs it can be seen how the
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Figure C.3: Performance of the proposed system for |R| = 0, . . . , 3.

BER di�erences reduce drastically as the number of relays increases. Notice
that for |R| = 2 and |R| = 3 the BER curves even collapse. Therefore, for
high SNRs, adding more relays in order to reach a distant point practically
does not degrade the performance of the system, which makes the proposed
system suitable for multi-hop wireless networks.

Moreover, for the particular case of having 3 relays, i.e.

N = {a, b, 1, 2, 3, 4},

the performance of the proposed system is compared with the scheme pro-
posed by Bao et al. in [2] and the one proposed by Hausl et al. in [5], which
have been adapted to our network topology; hereafter, we will denote them
as Ref1 and Ref2, respectively. To that end, two sets of simulations have
been performed.
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(a) (b)

Figure C.4: Simulation results: (a) Bit error rate (BER) of the

proposed scheme versus Eb/N0 assuming non ideal re-

lays. For comparison purposes, the performance of

Ref1 scheme is also shown in the �gure. (b) BER

of the proposed scheme versus Eb/N0 assuming ideal

relays. For comparison purposes, the performance of

Ref2 scheme is also shown in the �gure.

Table C.1 summarizes the values of the parameters for the proposed and
referenced schemes.

Table C.1: Parameters for the simulation: K: block length (bl)

of information bits; N : bl. of channel code bits; R:

channel code rate; Rs: channel-network code rate at

the relays; ρS : system spectral e�ciency.

System s K N R Rs ρS

Proposed Scheme 4 1500 3600 0.83 1.66 2/3

Ref1 Scheme 1 1500 2070 0.72 1.85 2/3

Ref2 Scheme 1 1500 1800 0.83 1.66 2/3

The �rst set of simulations is shown in Figure C.4(a), where the bit
error rate (BER) versus Eb/N0 = Es/(ρSN0) is displayed for our scheme
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and for the Ref1 scheme [2]. From these curves it can be observed that at
a BER of 10−4, the proposed system outperforms by approximately 10 dB
in Eb/N0 the Ref1 scheme. Also at low SNRs, the proposed scheme has a
larger diversity gain. However, as the SNR increases this gain diminishes
and ends up being the same. The keypoint of the obtained gain is that
the relays do not transmit any systematic bit in the Ref1 scheme, which
makes the scheme very sensitive to the fading. In the latter scheme the
destination only receives information about the systematic bits through the
messages transmitted by the sources. Thus, due to the pathloss, if a message
transmitted by any source su�ers from a deep fade, the destination will not
have any information about the respective systematic bits.

The second set of simulations compares our system with a modi�cation
of the scheme proposed in [5] in the sense that more relays have been in-
cluded (Ref2). For a fair comparison, and as it was done in [5], we will also
assume perfect decoding at the relays. The BER versus Eb/N0 results are
displayed in Figure C.4(b). In this case, the Eb/N0 gain is approximately
6 dB at a BER of 10−4 and the diversity gain is constant for all the SNRs.
Notice that in the proposed scheme a higher order modulation is used, which
allows the binary channel code to have a lower rate for the same total spec-
tral e�ciency. Moreover, the drawback of using a higher modulation is
diminished by computing the joint likelihood probability p(vk|xak, xbk) using
all the incoming messages as showed in (7). This could be the keypoint of
the obtained gain with respect to the Ref2 scheme.

It is important to mention that all simulated schemes (i.e., proposed
scheme, Ref1 and Ref2) use the same spectral e�ciency to transmit the
1500 bits from each source, so they require the same bandwidth over the
same network topology. Both reference schemes are brie�y explained in the
Appendix.

VI. Conclusion

We have investigated a novel decode-combine-forward scheme applied to
ad-hoc wireless networks with orthogonal channels. The proposed scheme
has been compared with two reference schemes previously described in
the literature. Simulation results reveal that the decode-combine-forward
scheme clearly outperforms these reference systems by more than 7 dB in
Eb/N0. Due to the decode step in the proposed scheme, a failure (or deep
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fade) of a node has a smaller impact in performance than in the correspond-
ing reference scheme. This fact could also explain the observation that when
pathloss-Rayleigh channels are considered, the proposed scheme achieves a
higher diversity gain for low SNRs.

Appendix

A. Ref1 Scheme

The Ref1 scheme was �rst proposed in [2] as an extension of coded co-
operation [6] to the multi-hop network. This scheme allows each relay node
in the ad-hoc network to gather all the messages transmitted from previ-
ous nodes, to decode segments altogether, and to reencode and transmit a
di�erent (sub-) codeword. The destination receives all the (sub-)codewords
from the original source4 as well as from each and every participating relay
and performs the SPA algorithm over the factor graph associated to the
network parity-check matrix.

Figures C.5(a) and C.5(c) show the associated factor graph and the
network parity-check matrix, respectively. The dashed lines in the factor
graph mean that there cannot exist a connection between a variable node
and an upper check node due to the triangular nature of the parity-check
matrix [2]. We will use packet length factors of 0.23, 0.23, 0.18, 0.18 and
0.18 for both sources and relays 1, 2, 3, respectively [2]. Since K = 1500,
the packets from the sources and the relays have lengths of 2070 (1500
systematic bits and 570 parity bits) and 1620 (parity bits only), respectively.

B. Ref2 Scheme

It was �rst proposed for MARC (Multiple Access Relay Channels). The
sources perform a channel coding with a low-density parity-check (LDPC)
code and each relay performs a linear combination of the decoded bits and
encodes them before transmitting. As in [5], we will consider the same
length of the transmitted codewords for the sources and the relays. The
destination receives the noisy versions of the signals transmitted by sources
and relays , Vi, i ∈ Tn and performs a joint channel-network decoding by

4Although in [2] the system was proposed for one source, the assumption of two sources
is straightforward.
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Figure C.5: (a) and (c) Factor Graph and Parity-check matrix, re-

spectively, of Ref1 scheme. (b) and (d) Factor Graph

and Parity-check matrix, respectively, of Ref2 scheme.

applying the Sum-Product Algorithm over the factor graph, which jointly
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models the channel and network codes. Figures C.5(b) and C.5(d) show
the factor graph and the parity-check matrix associated to this scheme,
respectively.
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Abstract � In this paper, we propose a Decode-and-Forward
(DF) relaying scheme for the multihop transmission in wireless
networks, where the information generated by an independent
source has to be sent to a far destination based on multiple-relay
cooperation. The proposed DF scheme blends together Convolu-
tional channel coding with linear combination of blocks of data
over a �nite �eld. The performance of the proposed system is
compared with reference schemes previously proposed in the lit-
erature. We provide simulation results showing that using blocks
of K = 13 information bits, our scheme clearly outperforms these
reference schemes that use blocks of K = 1500 information bits.
Moreover, we show that the proposed DF scheme is suitable for
large multi-hop networks with relays that share their resources
with other networks since: 1) a negligible performance degrada-
tion is obtained for adding more hops; and 2) most of the iterative
gain at the decoding is achieved in less than 10 iterations.
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I. Introduction

In a multihop network, the data transmission between the source and
the corresponding destination is realized with the aid of intermediates nodes
(relays). These networks have been the focus of an intense research in the
recent years, where Multihop Communication has been shown to be an
e�ective method for establishing connectivity between nodes of a network
where direct transmission is not feasible due to coverage or battery life
issues [1, 2, 6, 10,11].

In [1,10,11] and references therein, several theoretical aspects of multi-
hop network are presented. Concretely, in [1] e�cient-routing protocols for
several power allocations in fading are proposed. Once the route between
source and destination is �xed (by for example, the protocols presented
in [1]), the authors of the present work proposed in [6] a Decode-and-
Forward (DF) relaying strategy based on a blend of Low-Density Parity-
Check (LDPC) codes together with a linear combination of blocks of data
over a �nite �eld. We showed that for blocks of K = 1500 information bits,
the proposed scheme outperformed two reference schemes based on previous
works addressing similar problems [2, 5].

In the current manuscript we propose a DF relaying strategy which uses
a terminated convolutional code and an improved version of the non-binary
block-wise linear combination of [6]. At each node, the decoding scheme is
based on applying the Sum-Product Algorithm (SPA) [8] to a factor graph
[8] describing the a posteriori probability of the communication scenario at
the corresponding node. By using blocks of only K = 13 information bits,
the performance of the proposed scheme outperforms the scheme of [6] (and
consequently, [2,5]) where 1500 bits were used, making the proposed scheme
particularly attractive for low-latency applications.

The rest of the manuscript is organized as follows: Section II introduces
the network model, whereas the proposed DF scheme is presented in Section
III. Section IV discusses the obtained Monte Carlo simulations results and
�nally, Section V concludes the paper and makes some future remarks.

II. Network Model

We study the problem where a user wants to transmit data to a des-
tination through a mutihop wireless network. For the sake of simplicity,
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we have imposed a straight-line geometry and unity distance between two
consecutive nodes, so we can easily compute distances and signal attenua-
tions between nodes. We consider the Decode-and-Forward (DF) decoding
strategy, where at each intermediate node the received signal is decoded,
re-encoded and forwarded. In order to avoid possible interferences in the
network, we design the system in Time-Division-Multiple-Access (TDMA)
mode. Thus, the total available transmission time is divided into several
orthogonal time-slots, one for each node.

The nodes are assumed to work in Half-duplex mode; hence, a node
can either receive or transmit data, but not both at the same time. Be-
sides, we also assume that the nodes have only one omnidirectional and
forwards-oriented transmitting antenna; therefore, the data is transmitted
in a progressive way. That is, one node can listen to all the previous nodes
but not to the following ones. Due to the wireless nature of the signals, we
consider Rayleigh fading and path loss attenuation. Finally, due to the wire-
less environment and following [2, 6], we do not constrain the transmission
range of each node to one hop, as done in [1, 10,11].

Let M = {s, 1, . . . ,m − 1,m} denote the set of nodes in the network,
where s andm are the source and destination nodes, respectively. We de�ne
R = {1, . . . ,m − 1} ⊂ M as the subset formed by the intermediate nodes
(relays), and Tj = {s, 1, . . . , j − 1} ⊂ M (for j = 1, . . . ,m) as the subset
of nodes from which node j receives their transmitted symbols. Figure D.1
depicts the network model.

1 j − 1 j m

R
Tj

s m− 1

Figure D.1: Network model.

Regarding the links between nodes, we consider independent (orthog-
onal) quasi-static Rayleigh �at-fading channels (coherent detection at the
receivers), where the t-sampled baseband (complex) link input-output (S-
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Y ) relation from node i to node j at time t is given by

Yt = |Λij |
√
d−δij St +N ij

t (1)

with d−δ modelling the path loss attenuation, where d is the number of
hops (units) between the transmitting and the receiving node and δ is the
attenuation exponent. The latter is usually set between 2 (free space com-
munications) and 4 (lossy environments such as urban areas) [4]. The fading
coe�cient Λ and the additive Gaussian noise Nt are circularly symmetric
complex Gaussian random variables of zero mean and variance one and
N0, respectively. A realization of Λ is assumed to remain constant for the
duration of the transmitted block.

III. Proposed DF Scheme

Let (Ω, β,P) be the underlying probability space where all the random
variables (r.v.) are de�ned. We use uppercase when referring to r.v. and
lowercase when referring to realizations of r.v. In addition, we use boldface
when referring to vectors, and boldface with an underline to refer to matri-
ces. For discrete r.v., we denote the probability mass function (p.m.f.) of
the discrete r.v. X as PX(x) , P{ω : X(w) = x}. For continuous r.v., we
denote the probability density function (p.d.f.) of the continuous r.v. X as
pX(x). However, when the context is clear, we use P (x) and p(x) for p.m.f.
and p.d.f., respectively.

A DF scheme is proposed to transmit the information generated by
the source to the destination. Like most of the DF schemes, the proposed
scheme can be divided into two parts: the decode part, where the infor-
mation sequence is estimated; and the forward part, where the estimated
sequence is encoded and forwarded. In this case, the forward part at the
source node is implemented in a di�erent manner than the ones at the relay
nodes; therefore, it will be explained �rst.

We consider a unit-entropy binary source that generates information
blocks U ∈ {0, 1}K . Then, the information sequence is encoded by a rate
R = K/N convolutional code. The resulting encoded binary codeword
C , {Cn}Nn=1 ∈ {0, 1}N is interleaved by a random spread interleaver
Π yielding the interleaved sequence X with Xn = CΠ(n). Finally, X is

mapped into the sequence of symbols S ∈ SM chosen from the 2q-ary signal
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constellation S according to the bit-to-symbol mapping µ : {0, 1}q → S
(e.g. Gray mapping), thus, M = N/q.

Next, we present the proposed DF scheme performed at the relays. Even
if the decode part is executed before the forward part, for the sake of under-
standing, we �rst present the latter. Furthermore, since we are presenting
the operations performed at each relay node, we will intentionally omit any
references to the particular node j. However, when considering the entire
network we will use the upper index j to discern between di�erent nodes.

A. Forward

At each node j ∈ R, the decode part, which will be explained later,
outputs the estimated information sequence Û, which is encoded and inter-
leaved using the aforementioned convolutional code and interleaver, respec-
tively. The resulting binary sequence X is partitioned into the q-length sub-
sequencesXl , {Xlq+i}qi=1, where l = 0, . . . ,M−1. Let denote ϕ : Fq2 → F2q

to the mapping from a q-length binary sequence1 into an element of F2q .
Thus, the non-binary symbols {Vl}M−1

l=0 ∈ FM2q are computed from each sub-
sequence as Vl = ϕ(Xl).

Let us now denote l , |M/2− l| and consider the set of pairs {(Vl, Vl) :
l = 0, . . . ,M − 1}. By symmetry, we have that

{(Vl, Vl)}
M/2−1
l=0 = {(Vl, Vl)}

M−1
l=M/2.

Thus, at the relays we only consider l = 0, . . . ,M/2− 1. Each pair (Vl, Vl)
is linearly combined over the �eld F2q and mapped into signal points of the
2q-ary constellation S. That is, for t = 1, . . . ,M/2 and l = t− 1

St = µF2q

(
h1Vl + h2Vl

)
, (2)

where µF2q
(x) , µ(ϕ−1(x)) ∀x ∈ F2q . The network vector coe�cients

h = (h1, h2), with h ∈ F2
2q , are �xed by the network so that all the vector

coe�cients in the network are linearly independent. We further constrain
the election to {hi}i=1,2 ̸= 0. Finally note that the sequences transmitted
by the relays are half as short as the one transmitted by the source.

B. Decode

Let us consider an arbitrary node j ∈ R
∪
m that receives the sequences

sent by the nodes i ∈ Tj (i.e. all the nodes located at its left, see Fig. 1).

1We consider the left bit as the most signi�cant bit.
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This node have |Tj | incoming links with received sequences (y1, ...,y|Tj |).
For the sake of clarity, through this sub-section we de�ne y , (y1, ...,y|Tj |)
and denote yt as the |Tj | symbols received at time instant t, which are
related to the elements Vl and Vl (see (1) and (2)).

The aim of the decoder is to implement a bitwise MAP decoding. That
is, to �nd the values {uk}Kk=1 that are most likely given y, i.e.

ûk = argmax
uk

∑
∼uk

PU|Y(u|y) (3)

where ∼ uk , {uk′}k′ ̸=k. Since a convolutional code is used as a channel
code the above maximization can be rewritten as [9, Chapter 16]

ûk = argmax
uk

∑
∼uk

Tk(sk, uk, ck, sk+1)α(sk)β(sk+1)
∏

n: cn∈ck

γ(cn), (4)

where α and β are the forward and backward messages passed from the
adjacent state nodes to the factor node Tk given by the Trellis of the convo-
lutional code; ck are the N/K coded bits {cn} associated to uk; and γ are
the the channel likelihoods about the coded bits. Due to the proposed for-
ward part, these likelihoods are now proportional to the information about
the interleaved binary symbols xlq+i supplied by the |Tj | incoming links, i.e.
γ(cn) = γ(xΠ−1(lq+i)), where γ(xlq+i) ∝ p(y|xlq+i).

Since the channel is memoryless and assuming that the interleaved se-
quence is i.i.d., this probability can be factorize as

p
(
y|xlq+i

)
∝

∑
∼xlq+i,vl

p(yt|vl)1 [vl = ϕ(xl)]
∏
i′ ̸=i

P (xlq+i′) (5)

where

p(yt|vl) =
∑
vl

p(yt|vl, vl)P (vl) (6)

with

P (vl) =
∑
xl

1
[
vl = ϕ(xl)

] q∏
i=1

P (xlq+i), (7)

and 1 [·] is an indicator function taking value 1 if its argument is true and
0 otherwise.
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Let us focus on the joint likelihood probability p(yt|vl, vl). Using (2),
applying maximum-ratio combining and since Λ and d−δ are known at the
receiver (see (1)), the conditional probability is given by

p(yt|vl, vl) = exp


−
∑|Tj |

i=1

∥∥∥yit − |Λij |
√
d−δij µF2q

(hi1vl + hi2vl)
∥∥∥2

N0

 , (8)

where ∥ · ∥2 denotes the euclidean norm.

Therefore, the marginalization of (3) can be e�ciently performed by
the Sum-Product algorithm (SPA) applied to the factor graph (Figure D.2)
derived from the factorization of PU|Y(u|y) given by (4)-(7).

Xl

X
lp(y|xl,i)

Xl,i

X
l

Xl

V
l

Vl

Π

p(yt|vl, vl)

1I [vl = φ(xl)] 1I
[

v
l
= φ(x

l
)
]

Convolutional Code

P (v
l
) (Eq.(7))p(yt|vl) (Eq.(6))

: Information Bits (U)

: Encoded Seq. (C)

: Interleaved Seq. (X)

: Check Node→Eq.(5)-(7)

Figure D.2: Factor graph employed for the decoding.
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IV. Results

In order to assess the performance of the proposed code, several Monte
Carlo simulations have been run using a 22-state [5, 7]8 non-systematic rate-
1/2 convolutional code2. Each source generates K = 13 information bits,
and a zero-bit tail is appended at the source sequence in order to terminate
the convolutional code properly. Speci�cally, we add 3 zeros so the block
entering the convolutional code has 16 bits; and hence, the encoded sequence
has N = 32 binary symbols. We have considered a 16-QAM constellation
(i.e. q = 4 andM = 8 complex dimensions) and µ to be the Gray mapping.
Finally, δ has been set to 4 and the interleaver Π(·) has been randomly
generated with a spread factor of q = 4.

The number of nodes has been set to |M| = 5. That is, the source
transmits its message to the destination with the aid of three intermedi-
ate nodes that will relay the information sequence using the proposed DF
scheme. Therefore, a total of 20 baseband symbols (i.e., complex dimen-
sions) are transmitted through the system leading to a spectral e�ciency of
ρS = 13

20 [information bits per complex dimension]. Finally, for the sake of
simplicity, we have assumed equal power at each of the compounding nodes
of the network.

An specially interesting network is that in which the relays share their
resources with other networks. In this case, the number of iterations at the
relays should be kept small to reduce their computational load. However, a
performance degradation is expected for choosing a low number of iteration.
To check this behaviour a �rst set of simulations has been performed. This
is shown in Figure D.3, which plots the Packet-Error Rate (PER) versus
Eb/N0 = Es/(ρSN0) at the destination (recall that node j = 4 is the
destination), where we �x the number of iterations at the destination in
100, and vary the iterations performed at the relays in 1, 2, 10 and 100.

As seen in the �gure, gains of 2dB, 3.5dB and 4dB are obtained with
respect to a single iteration for letting the relays to iterate 2, 10 and 100
times, respectively. Notice that the change from 10 iterations to 100 itera-
tions conveys a gain of only 0.5dB; hence, the gain obtained for performing
more than 10 iterations is negligible, which makes the scheme suitable for
relays with shared resources.

2The subindex 8 in the de�nition of the code stands for octal.
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Figure D.3: Performance of the proposed scheme at the destination

for di�erent amount of iterations at the relays and 100

iterations at the destination.

The second set of simulations aims at analyzing the performance of the
DF scheme for di�erent number of hops. Figure D.4 shows the performance
of the proposed scheme at the di�erent nodes in the network, where the
bit error rate (BER), after 100 iterations, versus Eb/N0 is displayed. For
comparison proposes, the BER performance of the schemes proposed in [2,6]
at the destination (j = 4) are also plotted.

It can be observed that, after the �rst hop, the performance at high
values of SNR for the di�erent nodes is practically the same, which makes
the proposed system very suitable for multihop wireless networks.

It can also be observed that, the proposed DF scheme outperforms the
schemes presented in [6] and [2] in more than 3dB and 10dB, respectively.
Moreover, side simulations show that when error-free links are assumed,
the proposed scheme also outperforms both [6] and the adaptation of [5]
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Figure D.4: BER performance of the proposed scheme at all the

nodes for 100 Iterations. Also plotted the performance

of [6] at the destination.

proposed in [6]. Finally, it is important to remark that, for the same spectral
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e�ciency, the proposed scheme uses a total of 20 complex dimensions in
comparison to the 4500 used in the reference schemes.

V. Conclusions and Future Remarks

We have presented a decode-and-forward scheme applied to multihop
wireless networks with orthogonal channels. The proposed scheme blends
together Convolutional channel coding with linear combination of blocks
of data over a �nite �eld. Simulation results reveal that the proposed DF
scheme:

1. is suitable for large multi-hop networks as a negligible performance
degradation is obtained for adding more hops;

2. is suitable for relays with shared resources since most of the iterative
gain at the decoding is achieved in less than 10 iterations;

3. clearly outperforms previously proposed schemes; and

4. uses only a total of 20 complex dimensions in comparison with the
4500 used in the reference schemes, which makes the proposed scheme
particularly attractive for low-latency applications.

Since this work aims at introducing a new scheme for multihop networks,
we have considered the simple case of Gray mapping and arbitrarily chosen
linearly independent network vector coe�cients. However, we suspect that
more iterative gain could be achieved by: i) carefully choosing the mapping
µ as extensively done for bit interleaved coded modulation [3] and references
therein; and ii) a tailored selection of the coe�cients h as suggested by the
authors of the present work in [7].
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Abstract � This letter introduces a channel coding design
framework for short-length codewords which can achieve lower
error �oor than previous approaches. The proposed code is based
on combining convolutional coding with a q-ary linear combina-
tion and unequal energy allocation. Simulation results suggest
that for very low bit-error rates the proposed system will exhibit
lower error �oors than previous approaches, with a small perfor-
mance penalty at mid-range bit-error rates (BERs). On the other
hand, when selecting an error �oor higher than the previous ap-
proaches, the loss in performance at mid-range BERs is negligible.
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I. Introduction

Iteratively decodable channel codes such as Low Density Parity-Check
(LDPC) [9] or Turbo codes [1], have been widely shown to perform near
capacity for the AWGN channel when used with codeword lengths beyond
106. However, such codes can be impractical in scenarios which demand
low latencies (e.g. real-time video delivery), mainly due to their associated
decoding complexity and limited technological resources of the underlying
hardware. This rationale motivates the upsurge of research on short-length
codes (i.e. codes with codewords of several hundreds to few thousands coded
symbols) to the above scenarios.

However, when dealing with short-length codewords the capacity ap-
proaching performance of LDPC or Turbo codes may severely degrade due
to: 1) the widening of the waterfall region; and 2) the high error �oors
obtained under this condition (see [8] for LDPC codes and [3] for Turbo
codes), mainly because of their poor minimum distance. The shorter the
codeword is, the higher the error �oor and the wider the waterfall region
will be [8]. Several contributions ( [7,10] and reference therein) have focused
on reducing these error �oors. In [10], a design technique is proposed to
produce short-length parity-check matrices for LDPC codes that leads to
error �oors of 10−7 bit error rate at Eb/N0 = 2.2 dBs, outperforming the
previous approaches.

In this letter we propose an alternative channel coding approach for
short-length codewords which can achieve lower error �oors than [10] and
reference therein. The location of the error �oor can be easily set by varying
the energy allocation of the encoded binary symbols (i.e. at the output of
the modulation). As drawback, the lower the error �oor is, the higher the
SNR of the waterfall region will be. Thus, when choosing a error �oor lower
than the one in the previous schemes, our code will outperform them for
BERs lower than its error �oor (with a SNR waterfall degradation of less
than 0.5 dB at BER = 10-4). On the other hand, when selecting an error
�oor higher than those of [10] (10−7), say 10−5, the loss in performance at
BER = 10-4 is negligible.

To shed some light on the design parameters of the proposed code, we use
EXtrinsic Information Transfer (EXIT) charts [4]. Although, EXIT charts
provides good BER convergence predictions only for long-length codewords,
which is not our case, it gives us a good insight into how to choose the
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parameters of the code in order to achieve the di�erent error �oors. For
predicting BER convergence for short length codes, we refer to [6], where
a method for computing lower bounds based on a EXIT band chart is pro-
posed.

It should be mentioned that for long-length codewords (65000) the au-
thors of [2] have used unequal energy allocation for shaping the curves of
the EXIT charts in order to optimize the BER convergence of the designed
code. As already said, we do not use EXIT charts together with unequal en-
ergy allocation to optimize BER convergence, but to predict the behavior of
the waterfall versus error �oor tradeo� for the di�erent energy allocations.

The rest of the manuscript is organized as follows: Section II presents
the system model, the proposed encoder and the corresponding decoder,
whereas an analysis of the code based on EXIT charts is performed in
Section III. Next, Section IV discusses the obtained Monte Carlo simulation
results and ends the paper by drawing some concluding remarks.

II. Proposed Code

To ease the understanding of the proposed code some de�nitions are
�rst introduced. Consider the set of all 2q polynomials ρ(z) of degree q− 1
with coe�cients lying in GF (2) (the binary Galois �eld). Let g(z) be a
prime polynomial (i.e., monic and irreducible polynomial) of order q. Then,
this set becomes a �nite �eld, GF (2q), by de�ning the addition ⊕ and
multiplication ⊗ rules as the mod g(z) remainder of the sum and product
of two polynomials, respectively. Notice that, since themod g(z) addition
rule is just a componentwise addition of coe�cients in GF (2), GF (2q) under
addition is isomorphic to the vector space (GF (2))q of binary q-tuples with
mod 2 elementwise addition denoted hereafter as ∧. Therefore, there is a
one-to-one mapping ψq : (GF (2))

q → GF (2q) de�ned as ψq(a0, . . . , aq−1) =∑q−1
k=0 akz

k such that ψq(a) ⊕ ψq(b) = ψq(a ∧ b), where a,b ∈ (GF (2))q.
In addition, we index the elements ρi ∈ GF (2q), i ∈ {0, . . . , 2q − 1} by the
base-10 notation of the corresponding binary tuple (a0, . . . , aq−1). In the
following we refer as non-binary symbols to the elements of the �nite �eld
GF (2q).

We consider a point-to-point scenario consisting of a binary unit-entropy
information source S, which generates blocks U ∈ {0, 1}2K . As depicted
in Figure E.1, the sequence U is divided into two sequences U1 and U2
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Figure E.1: Encoder associated to the proposed code.

of length K, which are channel-coded by a terminated convolutional code,
producing the codewords Cm , {Cmt }Nt=1 ∈ {0, 1}N , with m ∈ {1, 2}.
Then, each codeword is interleaved yielding the interleaved codewordXm =
Πm (Cm), where Π1 and Π2 are two di�erent spread interleavers with a
spread factor equal to q. Next, each of the interleaved coded sequences X1

and X2 is split into q-length sub-sequences {X1
l }
N/q
l=1 , {X1

l,1, . . . , X
1
l,q}

N/q
l=1

and {X2
l }
N/q
l=1 , respectively. We denote as V m

l = ψq(X
m
l ) ∈ GF (2q) the

non-binary symbol associated to the corresponding sub-sequence: the non-
binary symbol V 3

l is computed as the linear combination of the non-binary
symbols V 1

l and V 2
l , i.e.

V 3
l ,ψq

(
ψ-1q
(
h1 � V 1

l

)
∧ ψ-1q

(
h2 � V 2

l

))
, fh(V 1

l , V
2
l ), (1)

where h = (h1, h2), hm ∈ {ρi}2
q−1
i=1 represents the coe�cients used in the

linear combination. Each sub-sequence X3
l is computed from the associated

non-binary symbols V 3
l as X3

l = ψ−1
q (V 3

l ). In the following, we refer as
Linear Combination (LC) code to the rate-2/3 code formed by the sub-
codewords (X1

l ,X
2
l ,X

3
l ). Thus, there are N/q parallel LC codes. Finally,

the sequence X3 is given by X3 = {X3
l }
N/q
l=1 , and the �nal codeword X =

{Xt}3Nt=1 is formed by X = (X1,X2,X3). Thus, the overall code rate is
given by 2K/3N .



161

Since the performance of short length convolutional codes improves
when they are terminated (assuming bitwise MAP decoding), the proposed
scheme uses independent source input sequences so that both convolutional
codes can be terminated. However, to increase performance, a dependency
between the output of the convolutional codes has to be introduced. This is
the reason for using the linear combination step. Observe that if a convolu-
tional code was used instead of the linear combination block for introducing
this dependency (similar as in Turbo codes or in [2]), this code could not be
terminated, leading to a performance degradation when using short-length
codewords. Moreover, using a linear combination also permits a high and
simple design �exibility, as shown later.

We apply unequal energy allocation between the sub-codewords asso-
ciated to the terminated convolutional codes (X1 and X2) and the sub-
codeword associated to the linear combination (X3). We denote as1 Eccs =
E[(Xm)2] the energy of the sub-codewords X1 and X2, whereas Elc

s =
E[(X3)2] and Es = E[X2] denote the energy of X3 and X, respectively.
Furthermore, without loss of generality, we assume Elcs = λEccs , with λ > 0
and de�ne Λ = 10 log λ (dB). Thus, we have

Eccs = 3
2+λEs, Elcs = 3λ

2+λEs. (2)

This results in the modulated symbols St = 2Xt−1, with t = 1, . . . , 3N ,
and average energy per symbol Es. The received symbol per real dimension
at the receiver is given by Yt = St+Nt, where {Nt}3Nt=1 are modelled as real
Gaussian i.i.d. random variables with zero mean and variance N0/2.

A. Proposed Decoder

The destination receives the channel outputs Y = (Y1,Y2,Y3), where
the subsequence Yj (with j ∈ {1, 2, 3}) represents the channel outputs
associated to encoded symbols Xj . The aim of the decoder is to estimate
the source binary symbols Û = ({Û1

k}Kk=1, {Û2
k}Kk=1) so that the conditional

probability P (umk |y) (m ∈ {1, 2}) � which is obtained by marginalizing the
joint conditional probability P (um|y) � is maximized. This marginalization
is e�ciently computed by applying the Sum-Product Algorithm (SPA, see
[5]) to the factor graph describing P (um|y), which is shown in Figure E.2.
Observe that such an overall factor graph is composed by three sub-factor
graphs: two describing the convolutional codes, and a third one describing

1E[·] stands for expected value.
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the LC code. Since this factor graph has loops, the SPA is iteratively
run between the sub-factor graphs corresponding to the LC code and the
convolutional codes. After a �xed number of iterations I, the probability
P (umk |y) based on which Ûmk is computed results proportional to∑

∼umk

Tk(s
m
k , u

m
k , c

m
k , s

m
k+1)α(s

m
k )β(s

m
k+1)

∏
t: cmt ∈cmk

γ(cmt ),

where ∼ umk , {umk′}∀k′ ̸=k; α and β are the messages passed from the
adjacent state nodes to the factor node Tk given by the transitions in the

Trellis describing the convolutional code; cmk = {cmt }
kN/K
t=(k−1)N/K (with k ∈

{1, . . . ,K}) represents the coded bits associated to umk ; and γ(·) are the
likelihoods passed from the variable nodes cmt to Tk. These likelihoods
depend on the messages passed by the LC-check nodes associated to the
interleaved binary symbol xm

Π−1
m (t)

, i.e. γ(cmt ) = γ(xm
Π−1

m (t)
), where γ(xmt ) ∝

p(yl|xmt ) and yl , (y1
l ,y

2
l ,y

3
l ) (i.e. those components of Y associated to

the LC check node LCl). It can be shown that such likelihoods can be
further factorized as

p(yl|xml,i) =
∑

∼xml,i,v
m
l

1
[
vml = ψq(x

m
l,1, . . . , x

m
l,q)
]
·

p(yml |vml )
∏
i′ ̸=i

P a(xml,i′)P
LC(vml ), (3)

where i ∈ {1, . . . , q}, 1 [·] is an indicator function taking value 1 if its
argument is true and 0 otherwise, and

P LC(vml ) ,
∑
vml ,v

3
l

1
[
v3l = fh(v

1
l , v

2
l )
]
p(yml |vml )P a(vml )p(y3

l |v3l ), (4)

with m = 3 −m. Since the non-binary symbols can be also expressed by
the modulated symbols {Sjl,i}

q
i=1 ∈ {±1}q as

V j
l = ψq

({
(1 + Sjl,i)/2

}q
i=1

)
, θq

(
{Sjl,i}

q
i=1

)
,

we have that

p(yjl |v
j
l ) ∝

∑
sjl,1,...,s

j
l,q

1

[
vjl = θq(s

j
l,1, . . . , s

j
l,q)
] q∏
i=1

exp

 -
∣∣∣yjl,i − sjl,i

∣∣∣2
N0

 . (5)
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In light of the above factorization, it is clear to see that the factor graph
of the LC code is in turn composed of N/q parallel and identical sub-factor
graphs LCl, which are depicted, for l = 1 and l = N/q, in Figure E.2.

Figure E.2: Factor graph of the proposed decoder.

III. Code Analysis through EXIT Charts

The EXIT function of a code is de�ned as the relationship between the
mutual information at the input of the decoder (commonly denoted as Ia)
and the extrinsic mutual information Ie at its output, i.e. Ie = T (Ia). For an
iterative code, the chart plotting the transfer functions of the compounding
sub-codes is called EXIT chart, and is known to be a powerful tool for
designing and predicting the behavior of iterative codes [4].

We denote the transfer function of the LC-code for a given q and h as
ILCe = T qh(I

LC
a ). Notice, that for ILCa = 0 the value of ILCe = T qh(0) will also
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depend on the Signal-to-Noise Ratio (SNR), since the channel observations
y are used by the LC-code (last term of (5) and Fig. E.2). As the mutual
information at the input of the channel decoders ICCa is equal to ILCe , the
extrinsic mutual information at the output of the convolutional decoders
is given by ICCe = TCC(ILCe ). Thus, for a successful decoding procedure,
there must be an open gap between both EXIT curves so that the iterative
decoding can proceed from ICCe = 0 to ICCe = 1. When both transfer
functions cross, the iterative process will stop at a given extrinsic mutual
information of the source bits ICCe < 1.

Since the transfer functions are monotonically increasing functions, the
higher the value of T qh(0) is, the smaller the required SNR to open a gap will
be. On the other hand, if no crossing between curves has been produced,
the higher the value of T qh(1) is, the closer ICCe will be to 1 yielding lower
error �oors (see Fig. E.3). Therefore, we are interested on having high
values of both T qh(1) and T

q
h(0).

However, due to the Area Theorem of EXIT charts [4], which states
that the area under the transfer function depends only on the rate of the
encoder, it turns out that a high value of T qh(1) will yield a low value of
T qh(0) and vice versa. Therefore, for a given q we select a h that maximizes
T qh(1) · T

q
h(0). The reason for such a choice is that we are interested in

rejecting the hs having very low values either of T qh(1) or T
q
h(0)). For the

sake of simplicity, this is done through exhaustive search over the (q2 − 1)2

possible values of h.

Next, we justify the reason why the di�erent linear combinations have a
greater impact on the value of T qh(1) than on T qh(0). When ILCa = 0 all the
information at the LC-Code comes equally from the channel observations
associated to X1, X2 and X3. On the other hand, when ILCa = 1, only
the information provided by the channel observations associated to X3 is
relevant, as the information regarding X1 and X2 is fully supplied by the
convolutional decoders.

Furthermore, variations on the unequal energy allocation parameter Λ
are expected to a�ect to T qh(1) and T

q
h(0) similarly, given that Λ operates

identically on X1, X2 and X3.

Figure E.3(a) shows that as q increases, the value of T qh(1) increases
yielding lower error �oors, but obtaining BER waterfall regions at higher
SNRs. However, as shown in Fig. E.3(b), the tradeo� between the SNR at
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which waterfall regions occur and its associated BER �oor can be balanced
through the selection of Λ. By increasing Λ the value of T qh(1) is increased,
leading to low error �oors. However, the value of T qh(0) is decreased, hence
obtaining BER waterfall regions at higher SNRs.

Finally, notice that for high values of q the tunnel is already opened
at 0.8 dB from the Shannon Limit (see Section IV for its de�nition), in
contrast to the 0.85 dB of [2, Figure 10], where unequal energy allocation is
used for designing the codes. This implies that for large-length codewords
both codes would have the waterfall region at similar SNRs.

IV. Results

In order to assess the performance of the proposed code, several Monte
Carlo simulations have been run using 6-memory-block [554, 774]8 non-
systematic rate-1/2 convolutional codes2. The interleavers Πm (·) have been
randomly generated and are independent from each other. The source gen-
erates 2K = 648 + 2q information bits, then a 12-length zero-bit tail is ap-
pended in order to terminate both convolutional codes properly. We have
considered binary unit-energy PAM modulation with transmitted blocks of
3N = 1980 + 6q real symbols. The dependency in q of the length of the
sequences is imposed such that it is divisible by q, for all the considered
qs. Note that the added bit tail reduces the overall spectral e�ciency of
the system to a spectral e�ciency of ρ = 2/3 − 8/N information bits per
complex dimension. As benchmark, we show the gap (in dBs) between the
performance of the proposed system and the limit given by Shannon for the
AWGN channel, i.e. 10 log10(2

ρ − 1) in dB. Finally, I = 20 iterations of
the decoding algorithm have been considered and the decoding is stopped
at every simulated SNR point when 100 errors have been obtained.

Figure E.4 plots the end-to-end Bit Error Rate (BER) of the system for
di�erent values of q and Λ. Observe that when Λ is set beyond a certain
threshold, the waterfall region is produced at high SNRs and with no error
�oor detected in the simulations. On the other hand, for low values of Λ,
waterfall regions at lower SNRs with higher error �oors are obtain. This
behavior was predicted by the EXIT charts in Section III, although it was
performed for long-length sequences. Also observe that the system utilizing
q = 2 is clearly outperformed by those using higher qs, as also predicted

2The subindex 8 in the de�nition of the code stands for octal.



References 167

by the EXIT charts due to the low values of T qh(1) resulting when q = 2 is
chosen.

Also included in these plots are reference curves corresponding to the
PEG, PEG-ACSE and PEG-ACE schemes analyzed in [10, Fig. 6], where
2000-symbol-length sequences are transmitted with a spectral e�ciency of
ρ = 1. Simulation results suggest that the proposed system will produce
lower error �oors than the irregular LDPC code proposed in [10] at a SNR
waterfall degradation of less than 0.5 dB at BER = 10-4 (e.g. see Fig.
E.4(c), Λ = 1 dB). On the other hand, when the error �oor is set to values
around 10−6, the performance loss at BER = 10-4 with respect to [10] is
negligible (e.g. see Fig. E.4(b), Λ = −1 dB or Fig. E.4(c), Λ = −2,−3
dB).
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APPENDIX F

Derivation of the outage
probability of the TD-DF-MARC

Through this appendix we will derive the outage probability used as a bench-
mark in Papers I and II. Let us �rst start by reviewing the cut-set bounds for
the Constrained-MARC with DF relaying strategy (C-DF-MARC) derived
by Sankar et al. in [SKM04]

F.1 CUT-SET BOUNDS FOR THE C-DF-MARC

As de�ned in [SKM04], a 2-user-C-MARC is a MARC where the relay
receives information from both sources (namely, X1 and X2) for a fraction
α of the total time N and it is transmitting for the remaining fraction
α = 1− α. One can view this channel as having two states: the relay is in
the receive state for t = 1, . . . , Nr symbols and in the transmit state for the
remaining t = Nr+1, . . . , N symbols, where Nr/N = α. The C-DF-MARC
is a C-MARC where the relay decodes and forwards the messages from the
source, and the sources do not send new information during the transmit
state. Rather, they simply cooperate with the relay to aid the destination
in decoding the message sent in the receive state. Figure F.1 shows the
considered C-DF-MARC.

171
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Figure F.1: 2-user C-DF-MARC

The output signals for a Gaussian C-DF-MARC are

Y R
t = X1

t +X2
t + ZRt (1)

Y D
t = X1

t +X2
t + ZDt (2)

in the receive state (i.e. t = 1, . . . , Nr), where Zt is as de�ned in Chapter
2, Section 2.1. While in the transmit state (i.e. t = Nr +1, . . . , N) we have

Y R
t = 0 (3)

Y D
t = X1

t +X2
t +XR

t + ZDt . (4)

Finally, by de�ning Ri = Ki/N [information bits per multiple-access
relay channel use], with i ∈ {1, 2}, the resulting cut-set bounds can be
obtained from the sum-rate bound of the 2-user DF-C-MARC given in
[SKM04] as

R1 ≤ max
α

min

(
αI(X1;YR|X2),

αI(X1;YD|X2) + αI(X1XR;YD|X2)

)
(5)

R2 ≤ max
α

min

(
αI(X2;YR|X1),

αI(X2;YD|X1) + αI(X2XR;YD|X1)

)
(6)

R1 +R2 ≤ max
α

min

(
αI(X1X2;YR),

αI(X1X2;YD) + αI(X1X2XR;YD)

)
. (7)
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F.2 CUT-SET BOUNDS FOR THE TD-DF-MARC

As proposed in [Hau08], for deriving the cut-set bounds for the TD-DF-
MARC we based on assuming two C-DF-MARCs (namely, C-DF-MARC1
and C-DF-MARC2), which transmit in parallel. Then, some transmission
are neglected such that we obtain our TD-DF-MARC model. In other
words, the assumed parallel C-DF-MARC results in a four-time-phases
MARC model, and then by neglecting some of the transmissions, the three
orthogonal time slots of the TD-DF-MARC can be obtained.

Let us now de�ne both C-DF-MARCs: C-DF-MARC1 transmits a total
of N (1) symbols in the following manner. User 1 transmits N

(1)
r symbols

during the receive state, whereas the rest of the transmissions are neglected.

Hence, the output signals in the receive state (i.e. t = 1, . . . , N
(1)
r ) are

Y R
t = X1

t + ZRt (8)

Y D
t = X1

t + ZDt . (9)

While those in the transmit state (i.e. t = N
(1)
r + 1, . . . , N (1)]) are

Y R
t = 0 (10)

Y D
t = 0. (11)

Recalling that K
(1)
1 = R

(1)
1 N (1), for a �xed value of N (1) (i.e. a �xed value

of α = N
(1)
r /N (1)), in this particular case the bounds (5)-(7) result to be

K
(1)
1 ≤ min

(
N

(1)
r I(X1;YR),

N
(1)
r I(X1;YD)

)
(12)

K
(1)
2 = 0 (13)

K
(1)
1 +K

(1)
2 ≤ min

(
N

(1)
r I(X1;YR),

N
(1)
r I(X1;YD)

)
. (14)

On the other hand, C-DF-MARC2 transmits a total of N (2) symbols

in the following manner. During the receive phase, user 2 transmits N
(2)
r

symbols, while in the transmit phase just the relay transmits N
(2)
τ = N (2)−

N
(2)
r symbols. Thus, the output signals in the receive state (i.e. t′ =

1, . . . , N
(2)
r ) are

Y R
t′ = X2

t′ + ZRt′ (15)

Y D
t′ = X2

t′ + ZDt′ . (16)
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While those in the transmit state (i.e. t′ = N
(2)
r , . . . , N (2)) are

Y R
t′ = 0 (17)

Y D
t′ = XR

t′ + ZDt′ . (18)

Analogously as done for the C-DF-MARC1, the resulting cut-set bounds
for the C-DF-MARC2 are

K2
1 ≤ min

(
0,

NRI(XR;YD)

)
(19)

K
(2)
1 ≤ min

(
N

(2)
r I(X2;YR),

N
(2)
r I(X2;YD) +NRI(XR;YD)

)
(20)

K
(2)
2 +K

(2)
2 ≤ min

(
N

(2)
r I(X2;YR),

N
(2)
r I(X2;YD) +N

(2)
t I(XR;YD)

)
, (21)

where K
(2)
i = R

(2)
i N (2), with i ∈ {1, 2}.

For the sake of notation, we rename N
(1)
r , N

(2)
r and N

(2)
τ as N1, N2 and

NR, respectively. Finally, by summing the corresponding cut-set bounds of
each of the C-DF-MARCs we get the cut-set bounds of the TD-DF-MARC,

K1 ≤ min

(
N1I(X1;YR),

N1I(X1;YD) +NRI(XR;YD)

)
(22)

K2 ≤ min

(
N2I(X2;YR),

N2I(X2;YD) +NRI(XR;YD)

)
(23)

K1 +K2 ≤ min

(
N1I(X1;YR) +N2I(X2;YR),

N1I(X1;YD) +N2I(X2;YD) +NRI(XR;YD)

)
,

(24)

whereKi = K
(1)
i +K

(2)
i , with i ∈ {1, 2}. Consequently, the data transmitted

by the sources can be recovered at the destination with vanishing error
probability if the above inequalities hold.

F.3 OUTAGE PROBABILITY DERIVATION

Let us now consider the particular channel given in Chapter 2, Equa-
tion (2.18). We denote by SNRiR, SNRiD (with i ∈ {1, 2}) and SNRRD
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to the mean signal-to-noise ratio at the sources-relay, sources-destination
and relay-destination channels output, respectively. And we refer to γ1R,
γ2R, γ1D, γ2D and γRD as the instantaneous SNRs at the respective channel
outputs. The latter result from the product of a realization of a Rayleigh
fading with the mean signal-to-noise ratio and the path-loss of the chan-
nel (see Chapter 2, Section 2.4). Finally we consider that the inputs of
the compounding point-to-point channels are Gaussian distributed, yield-
ing I(Xi, Yj) = C(γi,j), with i ∈ {1, 2, R}, j ∈ {R,D} and C(·) being the
channel capacity given in information bits per complex dimension as de�ned
in Chapter 2, Equation (2.21).

Substituting the above into (22)-(24), the total transmitted data can be
reliably decoded at the destination, if the following inequalities hold:

K1 ≤ N1C(γ1R) (25)

K2 ≤ N2C(γ2R) (26)

K1 +K2 ≤ N1C(γ1R) +N2C(γ2R) (27)

K1 ≤ N1C(γ1D) +NRC(γRD) (28)

K2 ≤ N2C(γ2D) +NRC(γRD) (29)

K1 +K2 ≤ N1C(γ1D) +N2C(γ2D) +NRC(γRD). (30)

Observe that (25)-(27) correspond to the cut-set bound of the multiple-
access channel formed by the sources and the relay. Hence, this three condi-
tions will be omitted when perfect decoding at the relay is assumed. Condi-
tions (28)-(29) correspond to the set of links that completely cut each source
from the sink, and condition (30) refers to the set of links that completely
cut both sources form the sink. In addition, when error detection is avail-
able at the relay node, a reliable communication can also be established if
the follow inequalities hold:

K1 ≤ N1C(γ1D) (31)

K2 ≤ N2C(γ2D). (32)

Due to the fading environment, the above point-to-point capacities C(γi,j)
are random variables depending on their respective instantaneous signal-to-
noise ratios. Therefore, the inequalities (25)-(32) may or may not hold
depending on the instantaneous values of the fading random variables asso-
ciated to each point-to-point channel. We say that the system is in outage
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(or that the event OUT has occurred) if the the destination cannot reliably
decode the data transmitted by the sources, i.e. some inequalities do not
hold.

For example, in case of assuming perfect decoding at the relay, an outage
will occur when the events: i) none or more of the inequalities (28)-(30) fail
to hold, and the event: ii) one or more of the inequalities (31)-(32) fail to
hold, both happen together. Therefore, in case of assuming perfect decoding
at the relay the event of not being in outage is given by

OUT ={(
[K1 ≤ N1C(γ1D) +NRC(γRD)]

∩
[K2 ≤ N2C(γ2D) +NRC(γRD)]

∩
∩

[K1 +K2 ≤ N1C(γ1D) +N2C(γ2D) +NRC(γRD)]
)∪

∪(
[K1 ≤ N1C(γ1D)]

∩
[K2 ≤ N2C(γ2D)]

)}
. (33)

And the outage probability of the system is given by

P{OUT} = 1− P{OUT}. (34)
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Abstract—We propose a superposition scheme, based on the
use of serially-concatenated LDGM codes, for the transmission
of spatially correlated sources over Gaussian broadcast channels.
The messages intended for each receiver are independently
encoded using the same code. In this manner, a strong degree
of correlation is kept between the encoded sequences,which are
then modulated with different energies and symbolwise added. By
properly designing the encoding process, simulation results show
that our proposed scheme easily outperforms the suboptimal
theoretical limit assuming separation between source and channel
coding.

Index Terms—Gaussian broadcast channel, superposition cod-
ing, correlated sources, concatenated LDGM codes.

I. INTRODUCTION

IN THE Gaussian broadcast channel, first proposed in

[1] and further studied in [2], the messages �1 ∈
{1, 2, . . . , 2��1} and �2 ∈ {1, 2, . . . , 2��2} generated by two
information terminals with rates �1 and �2, are encoded by

using a single transmitted signal and sent over two AWGN
channels to their corresponding receivers. This channel can

be modeled as �1 = � + �1 and �2 = � + �2, where �
denotes its input, �1 and �2 the corresponding outputs, and
�1 and �2 are arbitrary correlated Gaussian random variables

with variances 	2
1 and 	2

2 = 
	2
1 . Without loss of generality

we will assume 
 > 1.
It is well known that the Gaussian broadcast channel

belongs to the class of degraded broadcast channels, and its

capacity is given by [2]

�1 ≤
1

2
log2

(
1+

��

	2
1

)
, �2 ≤

1

2
log2

(
1+

(1-�)�

��+	2
2

)
, (1)

where 0 ≤ � ≤ 1 may be arbitrarily chosen to trade

rate �1 for �2 as the transmitter wishes. To encode the
messages, the optimum transmitter for independent sources

[2], usually referred to as superposition scheme, generates

two codebooks: one with average energy per symbol ��

at rate �1, and another with energy (1 − �)� at rate �2.

Then, in order to send messages �1 ∈ {1, 2, . . . , 2��1} and

�2 ∈ {1, 2, . . . , 2��1} to receivers 1 (�1) and 2 (�2), the
transmitter takes a codeword X(�1) from the first codebook

and a codeword X(�2) from the second codebook, and com-
putes the sum X = X(�1) + X(�2) before sending it over

the channel.
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Fig. 1. Superposition scheme for the Gaussian broadcast channel.

In the decoding, the receiver associated to the channel Y2

with higher noise variance 	2
2 (hereafter bad receiver) looks

through the second codebook to find the closest codeword to

the receiver vector Y2 = X+N2. Its effective Signal to Noise
Ratio (SNR) is (1−�)�/(�� +	2

2), since X(�1) acts as a

noise. On the other hand, the good receiver (i.e. that associated

to �1) first decodes and reconstructs the codeword X(�2) as

X̂(�2), which can be accomplished due to its lower noise
variance 	2

1 . Then it subtracts this codeword from Y1 = X+
N1, and finally looks for the codeword in the first codebook
closest to Y1 − X̂(�2).

In this context, several papers (e.g. [3], [4]) have presented

practical superposition schemes for independent sources which

outperform orthogonal schemes (i.e. time or frequency di-
vision multiplexing). However, in dense communication net-

works (e.g. sensor networks), the physical proximity between

nodes leads to a certain degree of correlation between the data
registered by the sensors. This correlation should be exploited

in reception in order to improve the performance of the com-

munication system. Based in recent results on the correlation-
preserving properties of Serially-Concatenated Low-Density

Generator Matrix Codes, (SC-LDGM [5], [6], [7]), this letter
proposes the use of such codes for the transmission of spatially

correlated sources through the Gaussian broadcast channel.

II. PROPOSED SYSTEM

The proposed transmission system is depicted in Figure 2.

It is assumed that the spatially correlated multiterminal source
{�1

�
, �2

�
}∞
�=1

is a sequence of independent and identically

distributed pairs of binary random variables with distributions

��(�1
�

= 0) = ��(�2
�

= 0) = 0.5 and ��(�1
�

∕=
�2
�
) = � ≪ 0.5. Furthermore, the source symbols �1

�
and

�2
�

are intended for the good and bad receiver, respectively.
Terminal 1 and terminal 2 forms blocks U1 = {�1

�
}�
�=1

and U2 = {�1
�
}�
�=1

of � symbols, before being processed

through two separated identical systematic SC-LDGM codes.
Let C1 and C2 denote the corresponding output codewords,

consisting of the systematic bits ��
� = � �

� (for � = 1, . . . ,�
and � ∈ {1, 2}), and the coded (parity) bits {��

�}
�

�=�+1. The

1089-7798/09$25.00 c⃝ 2009 IEEE
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Fig. 2. Proposed transmitter for the Gaussian broadcast channel.

reason for using this kind of binary block codes is to preserve,

as much as possible, the existing correlation between U1 and

U2 into the output codewords C1 and C2.

More specifically, a rate �/� systematic LDGM code is a

linear binary code with generator matrix G = [I P], where I

denotes the identity matrix of order � , and P is a �×(�−�)
sparse matrix. A systematic SC-LDGM code is then built by

concatenating two LDGM codes of rates �/�1 and �1/� ,

where the outer code has a rate close to 1 (i.e. �1 ≈ �).

As in [5], [6], we will denote as (�, �) LDGM codes those

codes in which all the � systematic bit nodes have degree

�, and each of the � − � coded nodes has degree �. In

other words, the parity matrix P of an (�, �) LDGM code has

exactly � non-zero entries per row and � non-zero entries per

column. In the proposed system, the same generator matrices

have been used for both encoders. As already mentioned, the

advantage of using this type of code is to keep the spatial

correlation between the codewords associated to the messages

sent by the spatially correlated multiterminal source. This fact

is obvious for the systematic part of the codewords. Regarding

the parity part of the codewords, it can be shown [7] that the

probability for two parity bits, located at the same position in

the corresponding two codewords, of being different is

�� =
1− (1 − 2�)	

2
, (2)

where � and � have been previously defined. For very small

values of �, (2) can be approximated as �� ≈ ��. Therefore,

by choosing a small �, the spatial correlation in the parity part

of the codewords C1 and C2 can be preserved.

Before being added to form the transmitted symbol ��, the

encoded binary symbols �1

� and �2

� at the output of the two

encoders are BPSK modulated to yield �1

� =
√
��(2�

1

�−1)
and �2

� =
√
(1− �)�(2�

2

� − 1). Notice that, due to the

high level of correlation between �1

� and �2

� , the modulated

symbols �1

� and �2

� will be added coherently with high

probability1. This in turn will improve the detection of the

codewords at the corresponding receivers. The downside of

this coherent addition is that the actual energy per symbol

�
��
� sent over the broadcast channel increases, since �1

�

and �2

� are no longer independent. It can be easily shown

that �
��
� = �(1 + Δ��), where

Δ�� = ��Δ��� + (1−��)Δ���, (3)

Δ��� = (1 − 2�)2
√
�(1− �), (4)

Δ��� = (1 − 2��)2
√
�(1− �), (5)

1Probabilities (1− �) and (1− ��) for the systematic and parity symbols,
respectively.

with overall code rate �� = �/� , and Δ��� and Δ���

representing the excess energy fraction of the systematic

and the parity symbols. In the above expression, the parity

symbols introduced by the outer code have been neglected for

two reasons: (i) as the outer rate is close to one, the outer

parity symbols represent a small fraction of the transmitted

codeword, and (ii) the number of ones per row in the outer

parity-check matrix H is considerably high (e.g. �≈ 76 in

our simulations), thus the correlation is not preserved in these

symbols.

III. DECODING PROCESS

The decoding procedure to estimate {�1

�} and {�2

�} at

the corresponding receivers is based on the Sum-Product

Algorithm (SPA) applied to the factor graphs that models the

SC-LDGM codes [8]. These factor graphs are modified to take

into account the existing correlation between terminals.

We begin by analyzing the decoding process of the bad

receiver. An estimation of U2, denoted as Û2, is obtained by

applying the SPA algorithm over the graph of the SC-LDGM

code (ℐ iterations over the inner code followed by ℐ iterations

over the outer code). The a priori probabilities of the symbols

�2

� are kept unchanged to 0.5, while the conditional channel

probabilities �(�2�∣�2�) required by the factor graph are given by

�(�2�∣�2�) =
{
(1− ��
�)�00 + ��
��10 if �2� = 0,
(1− ��
�)�11 + ��
��01 if �2� = 1,

(6)

where ��
� = � for the channel symbols associated to

the systematic part of the codeword, and ��
� = �� for

those associated to the parity symbols of the codeword. The

probability density functions ��� are defined as

��� ≜ �
(
(2�− 1)

√
(1− �)� + (2� − 1)

√
��, 	

2

2

)
, (7)

where � (�, 	2) denotes a Gaussian probability density func-

tion with mean � and variance 	2. Hence, the correlation

between sources is exploited in this receiver not as side

information (the a priori probabilities of �2

� are unmodified),

but intrinsically in the channel conditional probabilities used

by the decoder.

As explained in Section I, the good receiver first decodes

the bad receiver’s codeword C2 (	2

1
≤ 	2

2
) and then, after an

appropriate scaling, subtracts it from the received signal, i.e.

Y1−
√
(1 − �)�C2. Based on this sequence, and having an

effective signal to noise ratio ��/	
2

1
, the receiver obtains an

estimation Û1 for U1. In this case the a priori probabilities of

the symbols �1

� are modified by the a posteriori probabilities

of the symbols �2

� , introduced here as side information, i.e.

�(�1

�) = �(�1

�∣�2

� = 0)�(�2

� = 0) + �(�1

�∣�2

� = 1)�(�2

� = 1),

where �(�1

�∣�2

�) = 1−� if �1

� = �2

� and �(�1

�∣�2

�) = � if �1

� ∕=
�2

�. On the other hand, the conditional channel probabilities

are now given by �
(√

��, 	
2

1

)
.

IV. SIMULATION RESULTS

In order to assess the performance of the proposed system,

Monte Carlo simulations have been performed for different

values of � and scale factor �. A serially-concatenated LDGM

code has been used for both terminals, composed by a (4, 76)
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Fig. 3. Gap to the separation limit for � = 0.1 (left) and � = 0.01 (right).

regular outer LDGM code and a (14, 7) regular inner LDGM

code. The resulting overall code rate is �� ≈ 0.316. The input

block size for all the simulations is kept fixed to � = 9500,
and ℐ = 100 iterations have been considered for the decoding

algorithm. The ratio between 	2
2 and 	2

1 is set to 
 = 3.
In order to define a point of reference, we will compare

the �/	
2
1 obtained by the proposed system with the one

rendered by the theoretical limit when the suboptimal scheme

based on separation between source and channel coding is

considered. Specifically, since the good receiver can decode

both messages (as opposed to the bad receiver), U
1 would

be compressed to �(�1∣�2) bits per source symbol, while

U
2 to its entropy �(�2). Considering the same total rate

�� for both separated source-channel codes, the separation-

achievable minimum �/	
2
1 is obtained by using equality in

expressions (1), and substituting �1 and �2 by ���(�1∣�2)
and ���(�2), respectively. By solving this system of equa-

tions, one obtains
[

�

	2
1

]

���

=
22���(�1∣�2) − 1

�∗
, (8)

with �∗ given by

�∗ =
22���(�1∣�2) − 1



(

22���(�2) − 1
)

− 22���(�2) + 22���(�1,�2)
, (9)

where, from our multiterminal source assumption, we have

that �(�2) = 1 and �(�1∣�2) = �(�), i.e. the entropy of

a binary random variable with distribution (�, 1− �).
Figure 3 plots the Bit Error Rate (BER), computed by

averaging the BER at both receivers, versus the gap in dB

to the separation-based limit for � = 0.1 (left) and � = 0.01
(right). That is,

Gap = 10 log10
�
��

�

	2
1

− 10 log10

[

�

	2
1

]

���

(dB), (10)

where �
��
� /	2

1 denotes the SNR required by our proposed

system to achieve the corresponding BER level. Several values

for the energy-splitting parameter � are considered (see Figure

2). Notice that in all simulated curves the proposed system

TABLE I
GAPS FOR SEVERAL VALUES OF THE CORRELATION PARAMETER.

� 0.25 0.2 0.15 0.10 0.05 0.01

� 0.28 0.28 0.26 0.24 0.24 0.24

Gap@10
-5 -1.05 -1.27 -1.6 -1.75 -1.48 -0.98

outperforms the separation-based limit (e.g. by around 1.75 dB

at BER = 10-5 for � = 0.1). For p=0.1 the best performance

(in terms of waterfall, since no error floor is observed) is

achieved by using a unique value of � (� = 0.24). The same

behavior (unique value of � for optimal performance) is also

observed for � > 0.1. However, for high correlation levels

(0.05 ≥ � > 0) the selection of � is a tradeoff between the

error floor level and the waterfall region (Figure 3, right).

Finally, Table I shows the Gap performance for different

values of � at BER=10-5. Also shown in the table are the cor-

responding optimum �∗’s. Again, in all cases the separation-

based limit is outperformed. It is interesting to observe the

gap inflection point at � = 0.1. This is due to the fact that, for

a given �, increasing the correlation level (i.e., decreasing

�) will increase the coherence effect and, in turn, improve the

BER performance. However, at the same time the effective

�
��
� will also increase. There is a point (around � = 0.1)

where the latter effect outgains the first effect.

V. CONCLUSION

We have proposed a superposition system for the trans-

mission of two correlated sources over a Gaussian broadcast

channel. Each information sequence is independently encoded

using SC-LDGM codes, which allows preserving the correla-

tion between the sources, and ultimately leads to a coherent

signal addition at the superposition stage. The proposed system

is able to outperform the theoretical limit assuming separation

between source and channel coding.
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Due to a programming glitch in [1], the curves in Fig. 3

should be shifted 3.2 dB to the right. Thus, the gap as defined

in expression (10) becomes positive. However, in terms of

��/�
2

1
, the proposed system still outperforms the theoretical

limit assuming separation between source and channel coding.

Specifically, for ��� = 10
−4 the gap is −0.6 dB for

� = 0.01 and 0 dB for � = 0.1. These results are obtained

with a (13, 6.5) inner LDGM code instead of the (14,7) code

mentioned in the letter.
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Turbo Joint Source-Channel Coding of

Non-Uniform Memoryless Sources in the Bandwidth-Limited Regime

Idoia Ochoa, Student Member, IEEE, Pedro Crespo, Senior Member, IEEE,

Javier Del Ser, Member, IEEE, and Mikel Hernaez, Student Member, IEEE

Abstract—This letter proposes a novel one-layer cod-
ing/shaping scheme with single-level codes and sigma-mapping
for the bandwidth-limited regime. Specifically, we consider non-
uniform memoryless sources sent over AWGN channels. At
the transmitter, binary data are encoded by a Turbo code
composed of two identical RSC (Recursive Systematic Convolu-
tional) encoders. The encoded bits are randomly interleaved and
modulated before entering the sigma-mapper. The modulation
employed in this system follows the unequal energy allocation
scheme first introduced in [1]. The receiver consists of an iterative
demapping/decoding algorithm, which incorporates the a priori
probabilities of the source symbols. To the authors’ knowledge,
work in this area has only been done for the power-limited
regime. In particular, the authors in [2] proposed a scheme
based on a Turbo code with RSC encoders and unequal energy
allocation. Therefore, it is reasonable to compare the performance
– with respect to the Shannon limit – of our proposed bandwidth-
limited regime scheme with this former power-limited regime
scheme. Simulation results show that our performance is as good
or slightly better than that of the system in [2].

Index Terms—Sigma-mapping, non-uniform memoryless
sources, turbo codes, bandwidth-limited regime.

I. INTRODUCTION

WE consider the transmission of the information gener-

ated by a non-uniform memoryless source with proba-

bility distribution (�0, �1 = 1− �0) over the AWGN channel.

Shannon’s Separation Theorem states that source coding and

channel coding can be carried out in isolation. Thus, the

standard approach has been to separate the encoding process

in two parts: first, a source encoder capable of compressing the

source up to its theoretical limit (given by its entropy �(�0)),
and second, a capacity-achieving channel code. Consequently,

the ��� (average energy per source symbol) lower limit is

given by
���

�0
>

2� − 1

�
, (1)

where �0 is the noise variance per two dimension (2D), 	 is

the spectral efficiency in bits per 2D, and � = 	/�(�0) is

the transmission rate in source symbols per complex channel

symbol (or per two real channel symbols). We will refer to

joint source-channel coding schemes working at � ≥ 2 as

coding schemes operating in the bandwidth-limited regime;
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Fig. 1. Proposed Turbo encoding, modulation and sigma-mapping scheme.

otherwise it is said that they are operating in the power-limited

regime.

However, when complexity is an issue, the overall perfor-

mance can be improved if the tasks of source and channel

coding are blended together by means of a joint source-

channel encoder. In this way, the joint decoder can use

some of the inherent redundancy of the source to alleviate

the requirements of the channel encoder. For this reason,

in the scheme proposed in this letter source and channel

coding are jointly performed by a Turbo encoder operating

at the bandwidth-limited regime in conjunction with a power-

allocation strategy to achieve a shaping gain. To the best of our

knowledge, previous work on joint source-channel coding for

non-uniform memoryless sources has only been done for the

power-limited regime. As to mention, in [3] they use LDPC

codes, while [4], [5] employ non-systematic Turbo codes.

The remainder of the paper is organized as follows. In Sec-

tion II we describe the proposed system, whereas Section III

details the decoding process. Simulation results are presented

in Section IV, and finally Section V concludes the paper.

II. PROPOSED SYSTEM

The proposed transmission scheme is shown in Fig. 1.

The sequence u of length � , which is generated by a non-

uniform memoryless binary source with a priori probabili-

ties �0 and �1, is encoded through a Turbo code of rate1

�� = 1/�, producing the encoded sequence c of length

� = �� which is next processed through an interleaver .

The interleaved version c̃ of c is converted by a serial-to-

parallel converter into � sequences v(�) of length �, where

0 ≤ � ≤ �-1. Then, the modulator assigns different amplitudes

(and consequently, different energies) to the encoded symbols,

yielding � non-binary sequences s(�). Following the scheme

in [2], the symbols associated to systematic bits 1 and 0 are,

respectively, +
√

��
1 = +

√

�0/�1 and −
√

��
0 = −

√

�1/�0,
where �1�

�
1 + �0�

�
0 = 1. For the parity bits, the associated

symbols depend on the value of both the parity and the input

bit of the underlying RSC code of the Turbo encoder. Notice

1Notice that �� (code rate) is not necessary equal to � (transmission rate)
defined in expression (1).

1089-7798/10$25.00 c⃝ 2010 IEEE
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that the input sequence of one RSC code corresponds to the

systematic bits, while the input of the other one corresponds to

the interleaved version of the source sequence. The amplitudes

of parity bits 1 and 0 are given by +
√
��

� and −
√
��

� ,

respectively, where the subindex i will take the value 0 or

1 depending on the value of the associated input bit. ��
1 is

set to (1− �)/�1, and ��
0 to �/�0, where �1�

�
1 + �0�

�
0 = 1.

The value of � (0 ≤ � ≤ 1) is chosen by simulation so as

to minimize the probability of error at the receiver, which is

usually achieved when � = 0.5 [2]. Thus, systematic bits can

be mapped to 2 different values, while parity bits to 4 different

values.

These modulated sequences enter the sigma-mapper Σ [6],

which generates a single signal sequence x of length �. It

should be mentioned that the reason to have used a sigma-

mapper instead of any other alternative mapping, is that it

blends together perfectly with the unequal power allocation

technique. At time �, the output of the sigma-mapper is

denoted as �� = �Σ(s�), where s� = (�
(0)
� , ..., �

(	−1)
� ) and

�Σ(s�) ≜
∑	−1

�=0 ���
(�)
� . The sigma-mapper utilized in our

scheme is known as Type-I 2, since �� = � ∀� ∈ {0, . . . , �-1}.
The value of � is chosen to satisfy �
�

= ��, and it can be

shown that � should be set to
√
��/�. The received sequence

y at destination is a version of x corrupted by Additive White

Gaussian Noise (AWGN).

III. DECODING PROCESS

The receiver shown in Fig. 2 iterates between the sigma-

demapper (labeled as Σ−1) and the Turbo decoder. The sigma-

demapper is based on a SISO (Soft-Input Soft-Output) demap-

ping algorithm, and the Turbo decoder is implemented by the

Sum-Product Algorithm (SPA) applied to the Factor Graph

(FG) that describes the Turbo code. The decoding procedure

allows for the successive exchange of extrinsic probabilities

between the sigma-demapper and the Turbo decoder, which

iteratively refines the a posteriori probabilities of the original

source symbols. The sigma-demapper processes the sequence

y and estimates the probabilities of the � superimposed

symbols contained in each channel symbol �� (1 ≤ � ≤ �).

If the symbol corresponds to a systematic bit, the sigma-

demapper generates the extrinsic probability �
(�)
� (�), where

� ∈ {0, 1}. Accordingly, if the symbol represents a parity bit,

the demapper calculates the probabilities �
(�)
� (�∣input bit),

where the input bit can take values 0 and 1.

Hereafter, the superscript (�������) represents the non-

uniformity of the source. Thus, for the systematic bits, the

probabilities �
(������)
� (�) will be �0 for � = 0 and �1

for � = 1, while for the parity bits they are always set to

0.5. The superscript (�) refers to the a priori probabilities

coming from the Turbo decoder. In the first iteration they are

equal to 0.5. Although the initial probabilities of the source

can be estimated by both the encoder and the decoder [2],

we will assume they are known in order to achieve optimum

performance.

2It has been observed that the use of Type-II sigma-mapper does not
improve the performance of our scheme due to the utilized unequal energy
allocation.

ûy
Turbo

Decoder
P/S πΣ

-1

P
(e)
v (m)

P
(e)
v (m|input bit)

P
(a)
v (v(i) = m)

Fig. 2. Decoding scheme.

For all � (�) corresponding to systematic bits, the extrinsic

probability �
(�)

�(�)(�) generated by the sigma-demapper is

proportional to

�
(�)

�(�)(�) ∝ � (������)
� (�(�) = �)

∑

v∈�
�

2

�(�(�) = �)�V(v∣�
(�))�� ∣� (�∣�(s)) (2)

where �
	
2 denotes the �-extension of the binary Galois Field,

and �(� ) is the indicator function which takes the value 1
when the proposition � is true and 0 otherwise. In the above

expression, �V(v∣�
(�)) is given by

�V(v∣�
(�)) =

∏

� ∕=�

� (������)
� (�(�))� (�)

� (�(�)), (3)

whereas �� ∣� (�∣�(s)) is proportional to

�� ∣� (�∣�(s)) ∝
∑

exp

(
−
(� − �(s))2

2�2

)
, (4)

where the number of elements in the sum varies depending

on the number of parity and systematic bits that compose

the vector v. The reason being that for a given value of a

systematic bit, there is only one possible value of its associated

modulated symbol � while for a parity bit, two values of

� are possible depending on the value of the associated

input bit. For example, consider the case where � = 2 and

(� (1), � (2)) = (0, 0). If � (1) and � (2) are both systematic,

the value of �(s) is unique and equal to −2
√
�1/�0. On the

contrary, if one is systematic and the other a parity bit, two

values of �(s) are possible, namely, −
√
�1/�0 −

√
�/�0 and

−
√
�1/�0 −

√
(1 − �)/�0. Finally, when � (1) and � (2) are

both parity bits, �(s) may take four different values. Besides,

when the vector v contains parity bits, the exponential term

of the righthand side of expression (4) has to be multiplied

by the a priori probabilities of the input bits associated with

such parity bits. When calculating the extrinsic probabilities

�
(�)
� (�∣input bit) of the parity bits, the only difference is that

in expression (4) we do not have to multiply the exponential

term by the a priori probability of the input bit associated

with the parity bit we are considering. Furthermore notice that

expression (2) is not multiplied by �
(�)
� (�(�) = �) to avoid

any positive feedback to the Turbo decoder.

Once computed by the sigma-demapper, all the above

extrinsic probabilities are passed to the Turbo decoder through

a parallel-to-serial converter and the deinterleaver -1. The

Turbo decoder employs these probabilities as a priori proba-

bilities, and runs the SPA algorithm over the FG that describes

its compounding RSC codes. However, note that a slight

modification is required in such FG, since in our scheme

extrinsic information for the parity bits is also needed to
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Fig. 3. BER versus ���/�0 for �0 ∈ {0.1, 0.2, 0.3}.

be passed to the sigma-demapper. The extrinsic probabilities

generated by the Turbo decoder are then used as a priori

probabilities by the sigma-demapper. The decoder stops after

a fixed number of iterations.

IV. SIMULATION RESULTS

In order to verify the performance of the proposed scheme,

two sets of simulations have been performed. The goal of

the first set is to asses the improvement that the unequal

energy allocation strategy entails in the overall performance

of the proposed scheme. To that end, the proposed system

is simulated with and without energy allocation. In the latter

case the encoded symbols at the output of the Turbo coder

are simply BPSK modulated (i.e. by using equal energy). The

Turbo code from [6, Example A] with rate �� = 1/3 and

generator polynomial  (!) = 1/(1+!) has been used. The

value of � was set to � = 3, so the transmission rate � is 2

binary source symbol per 2D (bandwidth-limited regime).

Monte Carlo simulations have been performed for a block-

length � = 10000 and a maximum of 50 decoding iterations.

Three source symbol distributions �0 ∈ {0.1, 0.2, 0.3} have

been selected, giving rise to source entropies �(�0) = 0.47,
0.72 and 0.88 bits per source symbol, respectively. Figure

3 shows the BER versus ���/�0, where the vertical lines

correspond to the theoretical limit given by expression (1).

Notice that for �0 = 0.1, the performance improvement when

utilizing, in our scheme, an unequal energy allocation modu-

lation instead of standard BPSK is 2.37 dB at a BER = 10-4.
On the other hand, observe that the proposed scheme is 2.84
dB away from the Shannon limit. Further simulations included

in the plot show that, for �0 = 0.2 and �0 = 0.3, we obtain a

gain of 1.1 and 0.37 dB, respectively, and they are 2.08 and

1.66 dB away from their theoretical limit.

The above gaps to the Shannon limit can be reduced by

using a more powerful Turbo code. This is shown in the

second set of simulations, where the goal is also to compare

our scheme operating at the bandwidth-limited regime with the

Turbo coding scheme proposed in [2] (suitable for operating

only at the power-limited regime). In this comparison, both

systems use the same Turbo code of rate �� = 1/3, generator

polynomial  (!) = (1+!+!2 +!4)/(1+!3 +!4) and

� = 16384. Notice that although both schemes utilize the
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Fig. 4. BER versus ���/�0 for �0 = 0.005.

same Turbo code of rate �� = 1/3, our scheme implements

a transmission rate of 2 (� = 2), whereas the scheme in

[2] one of 2/3 (� = 2/3). Figure 4 plots the BER versus

���/�0 for �0 = 0.005, where the vertical lines represent

the corresponding theoretical limits of both systems. Although

both schemes need approximately the same ���/�0 to obtain

a BER of 10-5, our system performs slightly better, since its

corresponding Shannon limit is closer. Further results show

that for �0 = 0.01, both schemes are 2.0 dB away of their

corresponding theoretical limits.

V. CONCLUSION

We have proposed a one-layer coding/shaping system with

single-level codes and sigma-mapping, for the case of non-

uniform memoryless sources sent over AWGN channels. The

proposed scheme has proved to have similar or slightly better

BER performance, in the bandwidth-limited regime, when

compared to the system in [2] for the power-limited regime.
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LDPC Codes for Non-Uniform Memoryless Sources and

Unequal Energy Allocation

Idoia Ochoa, Student Member, IEEE, Pedro M. Crespo, Senior Member, IEEE,

and Mikel Hernaez, Student Member, IEEE

Abstract—In this paper, we design a new energy allocation
strategy for non-uniform binary memoryless sources encoded by
Low-Density Parity-Check (LDPC) codes and sent over Additive
White Gaussian Noise (AWGN) channels. The new approach
estimates the a priori probabilities of the encoded symbols, and
uses this information to allocate more energy to the transmitted
symbols that occur less likely. It can be applied to systematic
and non-systematic LDPC codes, improving in both cases the
performance of previous LDPC based schemes using binary
signaling. The decoder introduces the source non-uniformity and
estimates the source symbols by applying the SPA (Sum Product
Algorithm) over the factor graph describing the code.

Index Terms—Systematic and non-systematic LDPC codes,
non-uniform memoryless sources, unequal energy allocation.

I. INTRODUCTION

WE consider the transmission of the information gener-

ated by a non-uniform memoryless source with proba-

bility distribution (�0, �1 = 1−�0). The standard approach to

tackle this problem has been to separate the encoding process

in two parts: first, a source encoder capable of compressing

the source up to its theoretical limit (which is given by its

entropy �(�0)), and second, a capacity achieving channel

code. Consequently, the lower limit ���, average energy per

source symbol, is given by

���

�0
=

22���(�0) − 1

2��

(1)

where �� is the one-sided noise power spectral density of

the additive gaussian noise, and �� is the code rate (source

symbols per channel symbol).

The justification for this partition lies on Shannon’s Sep-

aration Theorem. However, when complexity is an issue, the

overall performance can be improved if the tasks of source and

channel coding are blend together by means of a joint source-

channel encoder. In this way, the joint decoder can employ

some of the inherent redundancy of the source to alleviate

the requirements of the channel encoder. For this reason, in

the proposed scheme source and channel coding are jointly

performed by an LDPC encoder.

Point-to-point communication schemes including non-

uniform memoryless sources and joint source-channel coding

have been well-studied for both Turbo and LDPC codes. As to

mention, systematic Turbo codes are considered in [1] and [2],

where significant improvements are obtained by using Unequal

Manuscript received April 22, 2010. The associate editor coordinating the
review of this letter and approving it for publication was V. Stankovic.

The authors are with the Centro de Estudios e Investigaciones Técnicas
de Gipuzkoa (CEIT) and TECNUN (University of Navarra), 20009 San
Sebastian, Spain (e-mail: {iochoa, pcrespo, mhernaez}@ceit.es).

Digital Object Identifier 10.1109/LCOMM.2010.09.100662

Energy Allocation (UEA) rather than binary signaling (BPSK).

In [5] they extend this scheme to the case of sources with

memory. In [4] they show that non-systematic Turbo codes

perform better than systematic Turbo codes for non-uniform

sources. In [3] they combine non-systematic Turbo codes and

unequal energy allocation, improving the performance over

previous schemes. In [6] and [7] they use systematic and non-

systematic LDPC codes, respectively, with binary signaling.

To the best of our knowledge, no schemes with LDPC codes

and unequal energy allocation are found in the literature.

The remainder of the paper is organized as follows. Section

II introduces the proposed system. Then, Section III and IV

describe the encoding and decoding process with UEA for

systematic and non-systematic LDPC codes, respectively. Sim-

ulation results are presented in Section V and some concluding

remarks are given in Section VI.

II. SYSTEM DESCRIPTION

Let u
.
= (	1, . . . , 		) ∈ {0, 1}	 be a binary sequence

of length 
 generated by an i.i.d. source with probability

distribution (�0, �1). The sequence u is then encoded by

an LDPC code of rate �� = 
/� into the code sequence

c
.
= (�1, . . . , �
 ), and then modulated by an unequal energy

allocation technique, producing an amplitude signal x
.
=

(1, . . . , 
 ) of length � . The destination receives y, which

is a version of x corrupted by Additive White Gaussian Noise

(AWGN). The decoder estimates u by applying the SPA over

the factor graph describing the corresponding LDPC code, and

introducing the source statistics (�0, �1).

III. PROPOSED SYSTEM WITH SYSTEMATIC LDPC CODES

An LDPC code is defined by its low-density parity-check

matrix H of dimension (�−
)×� , which can be regular or

irregular. We will consider only regular codes for explanation

purposes. The extension to irregular codes is straightforward.

We will denote by (��, ��) LDPC codes those codes in which

the matrix H has exactly �� non-zero entries per column and

�� non-zero entries per row. The encoding is done by simply

multiplying the source sequence u by the systematic generator

matrix G of dimensions 
 ×� , which satisfies GH� = 0.

The new approach modulates the encoded symbols de-

pending on their a priori probability ��� , for � = 1, . . . , � .

Hereafter, we will consider that the first 
 bits of c correspond

to the source symbols. Therefore, (���(0), ���(1)) = (�0, �1),
for � = 1, . . . ,
 . For the remaining �−
 parity symbols, we

estimate the a priori probabilities ��� , for � = (
+1), . . . , � .

These probabilities differ from 0.5 when the next two condi-

tions hold:

1089-7798/10$25.00 c⃝ 2010 IEEE
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1) The source symbols are generated by a non-uniform

source.

2) The generator matrix G has only a few ones per column.

The a priori probabilities of the parity symbols can be

estimated off-line, as follows. Since c = uG, the value of the

parity bit �� is given by multiplying the source sequence u by

the column � of G. Let us denote by �(�) the number of non-

zero elements of column �. Then, the value of the parity bit ��
is given by the sum of the �(�) source symbols located at the

same position as the �(�) ones of column �. Therefore, �� will

be 0 when the considered source symbols have an even number

of 1’s, and 1, otherwise. We propose a simple algorithm

based on this principle to estimate these probabilities. For

� = (
+1), . . . , � we perform the following pseudo program:

1) Initialize the variables ���(0) and � to 0.

2) Update ���(0) as ���(0) = ���(0) +
(

(�)
�

)

�
�
1�

((�)−�)
0 ,

where the binomial coefficient indicates the number of

sequences of length �(⋅) with � 1’s and (�(⋅)− �) 0’s.

3) Increment variable � by 2, so the number of ones is

still even, and perform the algorithm from step 2 until

� ⩽ �(�).
4) ���(1) = 1− ���(0)

Notice that the actual position of the �(⋅) ones is irrelevant,

since the source is stationary and all the source symbols have

the same a priori probability (�0, �1).
Finally, the coded symbols are modulated following the

UEA strategy given by
⎧

⎨

⎩

−
√

���
(1)

���
(0)� , if �� = 0

+
√

���
(0)

���
(1)� , if �� = 1

(2)

which allocates more energy to the less likely symbols, as in

[2]. This results in asymmetric 2-PAM constellations with the

same average energy per coded symbol (i.e., �[�2� ] = �, ∀�),
and maximized distance between the two points. This makes

the symbols with higher distance (those with probability close

to 0 or/and 1) be more protected against noise than those with

lower distance (those with probability close to 0.5).

At the destination, the decoder estimates u by applying the

SPA over the factor graph describing the LDPC code. Due to

the UEA, the channel probabilities are proportional to

�(��∣�� = 0) ∝ �

−

(

��+

√

���
(1)

���
(0)

�

)2

�0

�(��∣�� = 1) ∝ �

−

(

��−

√

���
(0)

���
(1)

�

)2

�0 .

(3)

Furthermore, the decoder also introduces the source statistics

(�0, �1) for the systematic symbols. However, it is not required

to introduce the estimated a priori probabilities for the parity

bits since at the first iteration, the parity bit nodes receive that

information from the parity check nodes, which are connected

to the systematic bit nodes.

IV. PROPOSED SYSTEM WITH NON-SYSTEMATIC LDPC

CODES

We consider the scrambler-LDPC and the splitter-LDPC

non-systematic codes proposed in [6] and [7] since they

present good performance for channel coding of nonuniform

SOURCE
Scrambler (A)

Splitter (A−1)
Systematic

LDPC

u u’ c

K K N

Fig. 1. General scheme of scrambler-LDPC and splitter-LDPC codes.

sources. As shown in Fig. 1, the encoders are implemented by

the concatenation of a pre-coder matrix modeled either by a

low density squared matrix A of size K and column and row

degree �� (scrambler-LDPC), or by its inverse A
−1 (splitter-

LDPC), followed by a systematic LDPC encoder.

Due to the non-systematic nature of the codes, the a priori

probabilities ��� for � = 1, . . . , � are unknown, and they have

to be estimated. We distinguish between the first 
 symbols of

c, which correspond to u
′, and the remaining �−
 symbols,

which will be referred to as parity symbols. For the first


 symbols, we follow the steps introduced in the previous

section, but referring to the pre-coder matrix instead of to the

generator matrix G. On the other hand, since c = u
′
G instead

of c = uG, in order to estimate the a priori probabilities

of the remaining � −
 parity symbols, we have to replace

the a priori probabilities of the source symbols, i.e., (�0, �1),
by the a priori probabilities of u

′, i.e., (���(0), ���(1)) for

� = 1, . . . ,
 . However, since these probabilities are in general

non-stationary, i.e., ��� ∕= ��� , ∀� ∕= �, one has to modify

the steps introduced in the previous section. Instead, for the

sake of simplicity, we estimate the a priori probabilities of

the parity symbols by simulation using

�̃��(0) =
1

�

�
∑

�=1

�(��(�) = 0), for � = (
 + 1), . . . , �, (4)

where � is the number of sequences simulated, �(� ) is the

indicator function that takes the value 1 when the proposition

� is true and 0, otherwise, and ��(�) corresponds to the

coded symbol �� of sequence �. Notice that as � −→ ∞,

�̃�� −→ ��� . Observe that due to the pre-coder matrix, the

symbols of u
′ become more uniformly distributed than those

of u, making the latter symbol probabilities closer to 0.5. This

symbol uniformity will manifest more strongly in the case of

splitter-LDPC non-systematic codes since in this case the pre-

coder matrix A
−1 is not of low density. Therefore, although

the encoded symbols are modulated following expression (2),

the non-systematic codes are expected to perform worse than

their systematic counterpart, since the UEA strategy will have

less effect.

At the destination, the decoder estimates u by running

the SPA over the factor graph describing the non-systematic

LDPC code. The decoding graphs of scrambler-LDPC and

splitter-LDPC codes are detailed in [[6], Fig. 1-bottom] and

[[7], Fig. 4-right], respectively. Both graphs contain 
 variable

nodes corresponding to the source symbols, which allows to

include the source non-uniformity (�0, �1), and � variable

nodes corresponding to the channel symbols, which introduce

only the channel probabilities calculated by expression (3).

V. SIMULATION RESULTS

To assess the performance of the proposed LDPC-UEA

scheme over previous LDPC based systems for non-uniform
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Fig. 2. Bit error probabilities vs. signal-to-noise ratio for � = 1/2 LDPC
and Turbo codes and distributions �1 = 0.1 (top) and �1 = 0.2 (bottom).

memoryless sources, Montecarlo simulations have been done.

To that end, the proposed system is compared with the results

shown in [6] and [7], where a regular-(3,6) LDPC systematic

code of rate � = 1/2 and block length 
 = 1000 is used

for the systematic code and for the design component of the

non-systematic codes. Simulations have been performed with

the same LDPC codes, 10, 000 input blocks and a maximum

number of decoding iterations of 100. As shown in Fig. 2

(top), for �1 = 0.1 and BER = 10
−4 the proposed scheme

with the systematic LDPC code is 2.87 dB away from the

Shannon limit (1), denoted by a vertical line. A gain of 1.71

dB is obtained with respect to the same systematic LDPC

code but now using binary signaling. Furthermore, our system

performs 1 dB and 0.18 dB better than the scrambler-LDPC

code and the splitter-LDPC code considered in [6] and [7],

respectively, both with optimum degree �� = 3. The results

for �1 = 0.2 are presented in Fig. 2 (bottom), where the

curves of the proposed scheme (systematic and scrambler-

LDPC), the systematic LDPC code from [6] and the scrambler-

LDPC code with optimum degree �� = 2 from [6] are shown.

As suggested in the previous section, the systematic LDPC

proposed scheme outperforms all the others and is 2.35 dB

away from the Shannon limit. The scrambler-LDPC code has

a gain of 0.28 dB with respect to the same code proposed in

[6] for equal energy allocation and does not present an error

floor. The asymptotic performance of the proposed scheme

can be calculated by density evolution. However, since it

is not straightforward to apply it for non-uniform sources

and no-symmetric constellations, we give an upperbound by

simulating with 
 = 20, 000. The gap to the Shannon limit

is reduced to 1.93 dB (�1 = 0.1) and 1.53 dB (�1 = 0.2).
The proposed system has also proved to have good per-

formance for extremely non-uniform sources. For �1 ∈
{0.005, 0.01} and a rate � = 1/2 irregular LDPC code with


 = 20, 000, the gap to the theoretical limit for the systematic

case is 3.91 dB and 3.81 dB ,respectively, for a BER = 10
−4.

Although the improvement in performance of the proposed

LDPC-UEA scheme is substantial when compared to existing

LDPC based schemes for non-uniform sources, this is not

in general the case when compared to their counterpart, i.e.,

Turbo code-UEA schemes [1]-[3]. For example, as shown in

Fig. 2, an optimized non-systematic Turbo code with the same

rate and block length (
 = 1000) as before, outperforms our

scheme by 0.63 dB and 0.62 dB for �1 = 0.1 and �1 = 0.2,
respectively, and a BER of 10−4 [3].

VI. CONCLUSION

We have proposed a source-controlled LDPC coding

scheme for the transmission of non-uniform memoryless

sources over AWGN channels. The novel scheme is based

on the UEA strategy which allocates more energy to the

less likely encoded symbols. This strategy can be applied to

systematic and non-systematic LDPC codes, improving in both

cases the performance of existing LDPC based schemes using

binary signaling. Besides, the proposed system has proved to

have good performance even for strongly non-uniform sources.
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Abstract. In this paper we propose a novel one-layer coding/shaping
transmission system for the bandwidth-limited regime based on single-
level codes and sigma-mapping [1]. Specifically, we focus on cycle-
stationary information sources with independent symbols. High spec-
tral efficiencies can be achieved by combine at the transmitter a Turbo
code with a sigma-mapper. Furthermore, the encoded symbols are modu-
lated by using an asymmetric energy allocation technique before entering
the aforementioned sigma-mapper. The corresponding decoder iterates
between the Turbo decoder and the sigma-demapper, which exchange
progressively refined extrinsic probabilities of the encoded symbols. For
the Additive White Gaussian Noise (AWGN) channel, simulation results
obtained for very simple Turbo codes show that the proposed system
attains low bit error rates at signal-to-noise ratios relatively close to the
corresponding Shannon limit. These promising results pave the way for
future investigations towards reducing the aforementioned energy gap,
e.g. by utilizing more powerful Turbo codes.

Key words: Turbo codes, sigma-mapping, bandwidth-limited regime,
unequal energy allocation, cycle-stationary sources

1 Introduction

We consider the transmission, over the Additive White Gaussian Noise (AWGN)
channel, of binary symbols generated by cycle-stationary random processes,
{Tk}

∞

k=1
, with independent symbols. This kind of processes may arise, for in-

stance, when the output sequence generated by a binary stationary source with
memory1 is partitioned into blocks of K symbols, before being processed by
the block-sorting Burrows-Wheeler Transform (BWT) [2] of length K. For large
K, it can be shown [3] that the corresponding random process {Tk}

∞

k=1
at the

output of the BWT can be asymptotically approximated by a cycle-stationary
random process with time period K (i.e. the length of the BWT input block),

1 A source with memory may be modeled by either a Markov Chain (MC) or a Hidden
Markov Model (HMM).
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and independent symbols inside each output block. Under these conditions, the
output process is completely specified once the probability distribution of each
of the symbols inside an arbitrary block, say the first block, are known, i.e., when
PTk

(t), for k = 1, . . . ,K are known. Notice that the random sequence {Tk}
K

k=1

is non-stationary.
The entropy rate of such a process can be computed as

H(T ) = lim
n→∞

1

nK
H(T1, . . . , TnK) =

1

K
H(T1, . . . , TK) =

1

K

K∑

k=1

H(Tk), (1)

where H(T1, . . . , TK) denotes the entropy of the random vector {Tk}
K

k=1 with

joint distribution PT(t1, . . . , tK) =
∏K

k=1 PTk
(tk). In what follows, we will denote

by P 0(k) = PTk
(t = 0), and the set of values {P 0(k)}K

k=1 inside a non-stationary
block will be referred to as the zero probability profile. Notice that by cycle-
stationarity P 0(lK + k) = P 0(k), ∀l ∈ N.

By the Shannon Source-Channel Coding Theorem [4], the minimum average
energy per source symbol Eso required for reliable communication of {Tk}

∞
k=1

over an AWGN channel is given by

Eso

N0
>

22RH(T ) − 1

2R
, (2)

where N0 is the one-sided noise power spectral density, R denotes the transmis-
sion rate (source symbols per channel symbol), and 2R is the spectral efficiency
(binary source symbols per two dimensions). When the system has a spectral
efficiency equal or greater than 2, it operates in the bandwidth-limited regime.
Otherwise, it is said that the system works in the power-limited regime.

By the Separation Theorem, the lower limit in expression (2) can be achieved
by an ideal source encoder followed by a capacity achieving channel code. How-
ever, in this paper we propose a novel scheme, suitable for the bandwidth-limited
regime, which do not use a source encoder but rather uses the distribution
P 0(k)

.
= PTk

(t = 0) (zero probability profile) of the source symbols Tk to mod-
ify the BPSK constellation at the output of the Turbo encoder before entering
the sigma-mapper [1]. Preliminary simulation results with very simple Turbo
codes show a Bit Error Rate performance relatively close to the associated Sep-
aration limit, which sets the scene for future research aimed at narrowing this
performance gap.

In this context, the present paper can be viewed as an extension of the scheme
proposed in [5], suitable in the power-limited regime, for the transmission of the
symbols generated by a stationary source with memory over the AWGN channel.

The rest of the paper is organized as follows: Section 2 and 3 describe the
encoding and decoding process, respectively. Simulation results are presented in
Section 4, and finally, some concluding remarks are drawn in Section 5.
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2 Encoding Process

Figure 1 shows the proposed system, which combines Turbo coding and shap-
ing in a one-layer scheme. The cycle-stationary source T of period K, gener-
ates blocks of K independent symbols {Tk}

K

k=1 having a zero probability pro-

file {P 0(k)}K

k=1. The source symbols are first encoded by a Turbo code of rate
Rc = K/N . The encoded sequence c of length N is next interleaved to form the
sequence c̃ of the same length. The interleaved block c̃ is then transformed by a
serial-to-parallel converter in I sequences v(i) of length L, where 0 ≤ i ≤ (I −1)
and N = L · I.

πT
Turbo
code

S/P
t c

v
(I−1)

x
Σ

K N

L

L

L

Mod

Mod

c̃

s
(0)

s
(I−1)

Zero Probability Profile P
0(k)

Zero Probability Profile P
0(k)

N

...

L

L

v
(0)

Fig. 1. Proposed transmission scheme.

Before entering the sigma-mapper, the modulator assigns different ampli-
tudes to the encoded symbols, depending on their position and their systematic
or parity nature. The proposed energy allocation scheme (further detailed in Sub-
section 2.1) renders a set of I non-binary sequences s(i), which are next fed to the
sigma-mapper Σ [1]. The underlying idea of the sigma-mapper hinges on impos-
ing a gaussian distribution on the output amplitude signal x of length L while
satisfying, at the same time, the energy constraint2 (1/L) ·

∑L

l=1 E{|Xl|
2} = Ec.

Finally, the destination receives a corrupted version of the amplitude sequence
x, denoted as y = x+n, where n denotes a L-length sequence of i.i.d. Gaussian
random variables with zero mean and variance per dimension N0/2.

2.1 Asymmetric Energy Allocation Scheme

From expression (2), the minimum average energy per channel symbol Ec for
reliable communication of the data generated by the binary cycle-stationary
source T is given by3

Ec

N0
>

22RH(T ) − 1

2
, (3)

with

H(T )
.
=

1

K

K∑

k=1

hb(P
0(k)), (4)

2
E{·} stands for expectation.

3 Notice that in equation (3), R refers to the overall rate of the system, which may
differ from Rc (coding rate).
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where hb(p)
.
= −p log2 p− (1−p) log2(1−p). However, since in our case the sym-

bols inside a block are non-stationary, each output symbol will require a different
average energy Ec(k) depending on its distribution P 0(k). From expression (3),
the corresponding lower limit will be given by

E∗

c (k) = (22Rhb(P
0(k))

− 1)
N0

2
, (5)

and the minimum average energy per block as

E∗

c =
1

K

K
∑

k=1

E∗

c (k). (6)

The energies used to modulate the encoded symbols are now given by E(k) =
βE∗

c (k), for k = 1, . . . ,K where β > 1 is a scaling factor. Following the scheme
of [5], the amplitudes of the encoded systematic symbols depend on both their
value and the associated a priori probability P 0(k), whereas the amplitude of a
given encoded parity symbol is driven by 1) its value and 2) the value and the a

priori probability of the associated systematic bit. In particular, the amplitudes
are set to:

Systematic symbols:







−

√

1−P 0(k)
P 0(k) E(k), if uk = 0,

+
√

P 0(k)
1−P 0(k)E(k), if uk = 1.

(7)

Parity symbols:































−

√

θ

P 0(k)E(k), if the parity symbol is 0 and uk = 0,

−

√

1−θ

1−P 0(k)E(k), if the parity symbol is 0 and uk = 1,

+
√

θ

P 0(k)E(k), if the parity symbol is 1 and uk = 0,

+
√

1−θ

1−P 0(k)E(k), if the parity symbol is 1 and uk = 1.

(8)

where the arbitrary parameter θ (0 ≤ θ ≤ 1) is chosen to maximize the per-
formance of the system, which is usually achieved when θ = 0.5 [6]. In the
simulations presented in this paper, θ was set to 0.5. Notice that the resulting
constellation is not symmetric, since more energy is allocated to those symbols
with less a priori probability. Also observe that for the sake of clarity, the above
expressions (7) and (8) do not include the time index mappings due to the Turbo
and π interleavers, which must be considered in the energy allocation procedure.

A better estimation of the energies E∗

c (k) defined in equation (5) can be
obtained by taking into account the loss in performance due to using a non-
capacity-achieving channel code, i.e. the actual gap to the corresponding Shan-
non limit. This is done by introducing, into expression (5), a gap factor Γ (P 0(k)),
i.e.

E∗

c (k) = (22Rhb(P
0

s
(k))

− 1)
N0

2
Γ (P 0(k)). (9)
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The gap Γ (p), p ≤ 0.5, is a function of the a priori probability and depends on
the particular communication scheme being used. Its value should be computed
off-line by Monte Carlo simulations. Once Γ (·) is known, the amplitudes of the
encoded symbols are calculated by following expressions (9), (6), (7) and (8),
with E(k) = βE∗

c
(k) for a given scaling factor β.

3 Decoding Process

The decoder is depicted in Figure 2. It iterates between the sigma-demapper,
which introduces the a priori probabilities of the source symbols, and the Turbo
decoder, which is based on applying the message passing Sum-Product Algorithm
(SPA) over the factor graph that describes the Turbo code [7].

Turbo
decoderΣ−1

P/S

P/S π

π
−1

y t̂

L K

P
(e)
v (m)

P
(e)
v (m|input bit)

P
(a)
v (v(i) = m) P

(e)
v (v(i) = m)

P
(a)
v (m)

P
(a)
v (m|input bit)

Fig. 2. Decoding scheme.

The iterative decoding process starts from the sigma-demapper
∑

−1
, which

estimates the probabilities of the symbols contained in each of the I sequences

v
(i) from the received sequence y. These probabilities are denoted by P

(e)
v (m)

for systematic bits (m ∈ {0, 1}), and by P
(e)
v (m|input bit) for parity bits. Once

these probabilities are computed, the Turbo decoder incorporates them (through
the parallel-to-serial converter and the deinterleaver π−1) as a priori information
on the systematic and parity encoded symbols. Then, the SPA applied to the
factor graph of the Turbo code produces a set of refined a posteriori and extrinsic

probabilities4; the latter are then fed back to the sigma-demapper as a a priori

probabilities, giving rise to a new iteration. At each iteration, an estimation T̂k

of Tk can be obtained for k = 1, . . . ,K by performing a hard-decision over the a

posteriori probabilities generated by the Turbo decoder. The decoding process is
stopped after a fixed number of iterations Ψ . It is important to observe that, in
our scheme, the SPA applied to the Turbo factor graph is extended with respect
to the conventional forward and backward recursions (see [7, Section IV.A]) so
as to incorporate the generation of the extrinsic probabilities corresponding to
the parity bits.

4 In the Turbo processing jargon, extrinsic refers to the fraction of the output proba-

bilistic information that does not depend on any input a priori probability.
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Fig. 3. (a) Zero probability profiles of the considered MC and HMM sources con-
catenated with the BWT, and K = 16384. (b) Polynomial approximation of the gap
margin functions for the proposed scheme and K = 8192.

4 Simulation Results

In order to study the performance of the proposed system, we have consid-
ered three different cycle-stationary sources Ti with zero probability profiles

{P 0
i
(k)}K

k=1, with i ∈ {1, 2, 3} and K = 16384. They have been obtained by
estimating the probability distribution at the output of the BWT for an input
source with memory following a Markov Chain (MC) for i ∈ {1, 3}, and a Hid-
den Markov Model (HMM) for i = 2. For i = 1 and i = 2, we have utilized the
MC and the HMM employed in [5], both having two states and entropy rates
0.58 and 0.62 bits per source symbol, respectively. On the other hand, for i = 3
we have selected a MC with 3 states and entropy rate 0.83 bits per source sym-
bol. The corresponding zero probability profiles at the output of the BWT are
shown in Figure 3.a, which have been estimated by using frequency of occur-
rence as in [8, Expression (57)]. The Turbo code from [1, Example A] with rate
Rc = 1/3 and generator polynomial G(D) = 1/(1+D) has been adopted for our
simulations. The serial-to-parallel converter outputs I = 3 sequences v

(i), and
therefore the overall transmission rate R (source symbol per dimension) is 1, i.e.
we are working in the bandwidth-limited regime (spectral efficiency of 2). The
corresponding Shannon limits Eso/N0 when R = 1 are −2.13 dB (T1), −1.69 dB
(T2) and 0.293 dB (T3).

Figure 3.b depicts the gap factor Γ (p), p ≤ 0.5, used in expression (9). This
gap has been calculated by simulating the proposed scheme for a stationary i.i.d.
source with symbol distribution (p, 1−p) and blocklength K = 8192 (� markers).
The figure also includes a 5th-order polynomial approximation for the simulated
Γ (p), which can be easily programmed beforehand to produce the gamma func-
tion for any arbitrary value of p. Observe that Γ (p) is a monotonically decreasing
function of p, which indicates that the performance of the proposed setup with



209

Cycle Stationary Sources in the BW-Limited Regime 7

i.i.d. stationary sources degrades as the distribution of the source symbols is
more asymmetric.
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Fig. 4. BER vs Eso/N0 of the proposed scheme for {Ti}
3

i=1.

Finally, Monte Carlo simulations have been performed for a blocklength of
K = 16384 source symbols, Ψ = 50 decoding iterations and 1000 source se-
quences per simulated point. Figure 4 plots the Bit Error Rate (BER) versus
Eso/N0 for the three probability profiles and by using the energy allocation
technique introduced in Section 2.1. However, we have modified the way the set
of energies E∗

c
(k) is calculated, because simulations have empirically shown a

performance improvement when R is replaced by Rc in expression (9). When
the source is generated with the first probability profile {P 0

1
(k)}K

k=1
(T1), the

proposed system is 2.55dB away of the theoretical limit for a BER of 10−4. For
the second probability profile (T2), the system is 3.57 dB away of its correspond-
ing Shannon limit. Finally, the system applied to the third source T3 performs
at 2.17 dB away from the corresponding Shannon limit at the same BER level.
Notice that these results have been obtained by means of a very simple Turbo
code. We believe that by optimizing the Turbo code better results (i.e. closer to
the Shannon limit) could be obtained.

5 Concluding Remarks

We have proposed a novel scheme for the transmission of cycle-stationary sources
over AWGN channels in the bandwidth-limited regime. The novel scheme is
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8 Cycle-Stationary Sources in the Bandwidth-Limited Regime

based on the combination of a Turbo encoder and a sigma-mapper that jointly
perform the source and channel coding task, and on the use of an asymmet-
ric waterfilling energy allocation technique. The simulation results obtained for
very simple Turbo codes state that, for a variety of cycle-stationary sources, the
BER performance of our proposed scheme gets close to the corresponding Shan-
non separation limit. These promising results motivate further research towards
narrowing the aforementioned gap, e.g. by utilizing Turbo codes with enhanced
BER waterfall performance.
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Abstract— We propose the use of serially-concatenated LDGM
codes for the transmission of spatially correlated sources over
2-user gaussian broadcast channels. For this channel it is well-
known that the capacity-achieving coding scheme is based on a
superposition approach, where the outputs of two independent
encoders are modulated with different energies and symbolwise
added. This produces a channel sequence that conveys the
information from both users to the distant receivers. The use of
serially-concatenated LDGM codes with correlated information
sources permits to keep a strong degree of correlation in the
encoded symbols, which are then coherently added prior to
transmission. This leads to vast Bit Error Rate improvements
at both receivers, since this coherent addition not only provides
a better immunity of the sent signal against noise, but also
minimizes the inter-user interference in the sent signal. Thus,
by properly designing the coding of the correlated sources, the
obtained simulation results show that our proposal outperforms
the suboptimal fundamental limit assuming separation between
source and channel coding.

I. INTRODUCCIÓN

En multitud de aplicaciones tales como las redes de sen-

sores, la coexistencia de varios transmisores y receptores ha

suscitado un gran interés cientı́fico hacia el desarrollo de una

teorı́a unificada de la información para este tipo de redes de

comunicación (bautizada como la Teorı́a de la Información

en Redes o Network Information Theory), ası́ como hacia el

diseño de técnicas de codificación que permitan aproximarse a

los lı́mites fundamentales dictados por dicha teorı́a. Centremos

nuestra atención en el canal de difusión o broadcast, en el

que los datos generados por L fuentes de información son

enviados a sus correspondientes receptores empleando una

única señal transmitida. Asumiendo por simplicidad L = 2
fuentes binarias1, denotaremos las secuencias de información

generadas por ambas fuentes como u
i, con i ∈ {1, 2}. Por

otro lado, consideraremos canales de difusión gaussianos.

Ası́, definamos para este canal una función de codificación

f(u1,u2) como

f : 2NR1 × 2NR2 −→ XN , (1)

donde R1 y R2 son las tasas de información (bits por sı́mbolo

de canal) de cada una de las fuentes de información, y X es

el alfabeto de los sı́mbolos de la secuencia x , {x1, . . . , xN}
enviada a través del canal de difusión con energı́a media por

1El trabajo presentado en este artı́culo es extrapolable a un número mayor
de fuentes y/o alfabetos no binarios.

sı́mbolo de canal Ec. La secuencia x resultante es transmitida

a ambos receptores a través de sendos canales de ruido aditivo

gaussiano blanco, representados por las secuencias n
1 y n

2 de

sı́mbolos gaussianos independientes con media 0 y varianzas

σ2
1 y σ2

2 = βσ2
1 , siendo β ≥ 1. En este contexto, cuando las

fuentes de datos son independientes, Cover [1] y Bergmans

[2], [3] identificaron la región de capacidad para este canal,

dada por

R1 ≤
1

2
log2

(

1 +
αEc

σ2
1

)

, (2)

R2 ≤
1

2
log2

(

1 +
(1 − α)Ec

αEc + σ2
2

)

, (3)

donde Ec es la energı́a media por sı́mbolo de canal, y α ∈
(0, 1) es un parámetro que permite ajustar la energı́a asignada

a cada una de las fuentes. Las expresiones (2) y (3) revelan

cómo diseñar el esquema de codificación óptimo que alcanza,

asintóticamente, la región de capacidad del canal de difusión

gaussiano.

Fuente 1

Fuente 2

Codificador

Decodificador

{Y 1

i
}N

i=1

{xi}
N

i=1

{u2

i
}K2

i=1

{u1

i
}K1

i=1

{û2

i
}K2

i=1{y2

i
}N

i=1

Receptor 1

Receptor 2

n
1 ∼ N (0, σ2

1
)

2

−

+

αEc

(1 − α)Ec

1

Codificador
2

Modulador

Modulador

n
2 ∼ N (0, σ2

2
)

Transmisor

Codificador
2

Decodificador
2

(1 − α)Ec

Modulador

Decodificador
1

{û1

i
}K2

i=1

Fig. 1. Esquema de superposición para el canal de difusión gaussiano.

Dicho esquema, denominado de superposición (véase la

Figura 1), se basa en codificar por separado las secuencias

de ambas fuentes, modular cada una de las palabras código

resultantes con energı́as medias (1 − α)Ec y αEc (siendo α

un parámetro de diseño) y, finalmente, superponer (sumar)

las señales moduladas en una única palabra código x con

energı́a media resultante Ec. Por su parte, el receptor del

canal con menor varianza de ruido σ2
1 (de aquı́ en adelante

receptor bueno) debe predetectar la señal interferente del

usuario correspondiente al otro receptor, reconstruir su palabra

código asociada y cancelarla de la secuencia recibida y
1 =
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x+n1. Por otro lado, el receptor del canal con mayor varianza

de ruido σ2
2 (i.e. el receptor malo) tratará de decodificar su

secuencia de interés a partir de y2, esto es, sin ningún tipo de

procesamiento adicional.

Existen diversas contribuciones (e.g. [4], [5]) en las que

se presentan sistemas prácticos de superposición para fuentes

independientes cuyo desempeño supera al de esquemas or-

togonales (i.e. multiplexación por división en el tiempo o

frecuencia). Sin embargo, en redes de comunicación con alta

densidad de usuarios (e.g. las redes de sensores), la proximidad

fı́sica de los nodos da lugar a cierto grado de correlación entre

los datos registrados por cada uno de estos sensores. Esta

correlación puede ser explotada en recepción para mejorar las

prestaciones del sistema de comunicación.

Partiendo de recientes resultados sobre las propiedades

preservativas de la correlación de los códigos de matrices de

generación ralas (sparse) concatenados (Serially Concatenated

Low-Density Generation-Matrix, SC-LDGM [6], [7]), este

artı́culo propone el empleo de dichos códigos en el escenario

de comunicación planteado en la Figura 1. El uso de códigos

LDGM concatenados permite mantener la alta correlación

entre las palabras código una vez realizada la superposición

de señales en el transmisor. La decodificación en el receptor

malo es llevada a cabo tratando el mensaje de la fuente 1 como

ruido, sin tener en cuenta la correlacón existente entre ambas

fuentes. Sin embargo, debido a la naturaleza de los códigos

LDGM, la suma realizada en el transmisor es coherente, por

lo que la constelación de la señal transmitida es más robusta

ante el ruido del canal, mejorando ası́ el rendimiento del

decodificador del receptor malo.

El artı́culo se organiza de la siguiente manera: en la Sección

II se describe el sistema propuesto, mientras que la Sección

III detalla el algoritmo de decodificación utilizado. Finalmente,

los resultados de simulación son analizados en la Sección IV.

II. SISTEMA PROPUESTO

Volviendo a la Figura 1, en este artı́culo se asume que las

secuencias generadas por las fuentes son binarias y denotadas

como uj = {uj
k}

K
k=1

, con uj
k ∈ {0, 1} y j ∈ {1, 2}. La

correlación entre fuentes se modela de la siguiente forma:

cada uno de los sı́mbolos de la secuencia u1 son i.i.d. y

equiprobablemente distribuidos, i.e. P (u1
k = 0) = P (u1

k =
1) = 0,5. Por otro lado, cada sı́mbolo de la secuencia u2 se

obtiene según u2
k = u1

k ⊕ ek, donde ⊕ indica suma módulo

2 y ek es una variable aleatoria binaria que toma el valor 1

con probabilidad p y el valor 0 con probabilidad 1− p. Ası́ la

probabilidad de que los sı́mbolos de fuente u1
k y u2

k tomen

diferente valor es p, esto es, P (u1
k 6= u2

k) = p.

Tal como se ha mencionado en la Sección I, la secuencia

ui de la fuente i-ésima (i ∈ {1, 2}) es codificada – indepen-

dientemente del otro codificador – mediante un código SC-

LDGM, dando como resultado la correspondiente secuencia

codificada xi. Estas secuencias código x1 y x2 son moduladas

en BPSK (Binary Phase Shift Keying) con energı́as medias por

sı́mbolo modulado αEc y (1− α)Ec, respectivamente, donde

0 ≤ α ≤ 1. Finalmente, ambas secuencias moduladas son

sumadas sı́mbolo a sı́mbolo, dando lugar a una constelación

4-PAM (Pulse Amplitude Modulation) con energı́a media por

sı́mbolo x de Ec. Como se verá posteriormente, la preservación

de las caracterı́sticas estadı́sticas de los sı́mbolos de fuente

propia de los códigos SC-LDGM provocará la suma coherente

de una gran fracción de los sı́mbolos codificados, favoreciendo

en ambos receptores el proceso de decodificación de las

secuencias recibidas y1 y y2. Estas últimas secuencias vendrán

dadas por

y1 = x + n1, (4)

y2 = x + n2, (5)

donde cada uno de los sı́mbolos de n1 y n2 son realizaciones

de una variable aleatoria gaussiana i.i.d. de media cero y

varianza σ2
1 y σ2

2 = βσ2
1 , respectivamente.

Comentemos brevemente en qué consiste un código SC-

LDGM y sus propiedades de preservación estadı́stica.

II-A. Códigos SC-LDGM

Un código LDGM sistemático es un código lineal cuya

matriz generadora es de la forma G = [I P], donde I

denota la matriz identidad de orden K y P es una matriz

rala o sparse de dimensión K × (N − K), resultando la tasa

de codificación del código en K/N sı́mbolos de fuente por

sı́mbolo codificado. Si denotamos la secuencia de información

como u = [u1, . . . , uK ], la secuencia de salida del codificador,

calculada según c = [c1, . . . , cN ] = uG, está compuesta por

los sı́mbolos sistemáticos (i.e. cn = un para n = 1, . . . ,K)

y los N −K sı́mbolos de paridad {cn}
N
n=K+1

. Puesto que la

matriz de paridad H = [PT I] es también sparse, los códigos

LDGM pueden ser considerados como un caso particular de

los códigos LDPC y, por tanto, decodificados mediante el

algoritmo Suma-Producto [8] aplicado al grafo que describe el

código [6], [7]. Siguiendo la notación de esta última referencia,

etiquetaremos mediante (θ, ϑ) a aquellos códigos LDGM en

los que la matriz de paridad P de un código LDGM tiene

exactamente θ componentes no nulas por fila y ϑ componentes

no nulas por columna.

Siguiendo los recientes resultados [9], [10] obtenidos para

los códigos LDGM distribuidos en canales de múltiple acceso

(Multiple Access Channel), si se desea una suma coherente de

las señales en la etapa de superposición de nuestro sistema,

es necesario generar palabras código suficientemente alejadas

unas de otras, en las cuales la correlación entre las fuentes

de información se preserve lo máximo posible. Esto conlle-

varı́a un refuerzo en la mayorı́a de los sı́mbolos de la señal

transmitida, mejorando la robustez del sistema frente al ruido.

Ası́, si se utiliza la misma matriz generadora G para ambos

codificadores, dada la baja densidad de la matriz, la correlación

no es sólo preservada en los sı́mbolos sistemáticos, sino

también en los de paridad. De hecho, puede demostrarse que la

probabilidad de que los sı́mbolos de paridad en un determinado

instante sean diferentes viene expresado analı́ticamente según

pc =
1 − (1 − 2p)θ

2
, (6)
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la cual, para valores muy pequeños de p, puede aproximarse

por pc ≈ θp. De esta forma, la correlación existente en los

sı́mbolos de paridad es significativa cuando θ es pequeño.

Sin embargo, existe una desventaja inmediata en la uti-

lización de códigos LDGM sin concatenar en nuestro sistema.

La primera de ellas radica en las prestaciones ofertadas por

este tipo de códigos en su versión no concatenada, carac-

terizadas por un alto suelo de error. Afortunadamente, la

concatenación de dos códigos LDGM, donde el código externo

(outer code) tiene una tasa de codificación cercana a la unidad,

da lugar a una reducción sustancial de dicho suelo de error.

Dicho esto, la Figura 2 ilustra los codificadores SC-LDGM

utilizados en este artı́culo. Con el fin de explotar al máximo la

correlación entre las fuentes de información, la misma matriz

generadora es utilizada en ambos codificadores.

Codificador LDGM

K

N1

N1

N

x

Fuente 1

Codificador SC-LDGM 1

Fuente 2

externo
Codificador LDGM

interno

Codificador LDGM

K

N1

N1

N

Codificador SC-LDGM 2

externo
Codificador LDGM

interno

Modulador
BPSK

αEc

Modulador
BPSK

(1 − α)Ec

0 1

10

E
corr

c
> Ec

(Puntos no equiprobables)

Fig. 2. Transmisor para el canal de difusión propuesto.

Previamente a la descripción del algoritmo de decodifi-

cación empleado, cabe resaltar que, para cualquier valor del

parámetro de ajuste de energı́a α, y dadas las propiedades

estadı́sticas de las palabras código resultantes, la energı́a

de canal de la secuencia x es mayor que la esperada Ec.

La razón de este aumento de energı́a es que, después de

la suma coherente de señales (superposición), los sı́mbolos

exteriores de la constelación 4-PAM correspondientes a los

pares (c1

k, c2

k) = (0, 0) y (c1

k, c2

k) = (1, 1) poseen una mayor

probabilidad de ser transmitidos (esto es, (1 − p) para los

sı́mbolos sistemáticos y (1− pc) para los de paridad) que los

sı́mbolos interiores. Esto es una consecuencia inevitable de la

estructura de codificación empleada, que será considerada a la

hora de desarrollar los lı́mites fundamentales de la Teorı́a de

Shannon para nuestro escenario.

III. DECODIFICACIÓN

El procedimiento de decodificación se basa en el algo-

ritmo Suma-Producto ejecutado sobre el grafo de factores

que describe la correlación entre las fuentes y el código

empleado [8]. Los grafos de factores permiten representar

gráficamente funciones factorizables de múltiples variables,

mientras que el algoritmo SPA resuelve eficientemente la

marginalización de dichas funciones mediante la transferencia

de mensajes a través del grafo asociado. La aplicación de estas

herramientas a funciones de probabilidad conjunta de sistemas

de comunicaciones supone un método práctico de estimación

de variables bajo el criterio Máximo a Posteriori (MAP).

Dicho esto, analicemos el proceso de decodificación para el

receptor con mayor varianza de ruido (i.e. σ2

2
). Obtendremos

û
2

(estimación de u
2) mediante la ejecución del algoritmo

SPA sobre el grafo de nodos del código SC-LDGM empleado

(primero sobre el código interno y posteriormente sobre el

externo). En este receptor no incorporaremos información

sobre la correlación entre las fuentes (información lateral)

al proceso de decodificación, sino que explotaremos dicha

dependencia estadı́stica entre los datos de ambas fuentes en

el decodificador del otro receptor. Nótese que en el esque-

ma clásico por superposición, las probabilidades del canal

p(y2

k|c2

k) suministradas al decodificador vienen dadas por

p(y2

k|c2

k) =







N
(

−
√

(1-α)Ec, σ2

2
+ αEc

)

si c2

k = 0,

N
(

+
√

(1-α)Ec, σ2

2
+ αEc

)

si c2

k = 1,

(7)

donde N (ρ, σ2) denota una distribución gaussiana de media

ρ y varianza σ2. En el caso del decodificador SC-LDGM con

fuentes correlacionadas, dicha probabilidad se computa según

p(y2

k|c2

k) =

{

(1 − pcor)f00+pcorf10 si c2

k = 0,

(1 − pcor)f11+pcorf01 si c2

k = 1,
(8)

donde

f00 , N
(

−
√

(1 − α)Ec −
√

αEc, σ
2

2

)

(9)

f01 , N
(

+
√

(1 − α)Ec −
√

αEc, σ
2

2

)

(10)

f10 , N
(

−
√

(1 − α)Ec +
√

αEc, σ
2

2

)

(11)

f11 , N
(

+
√

(1 − α)Ec +
√

αEc, σ
2

2

)

, (12)

siendo pcor = p para los sı́mbolos correspondiente a los

sı́mbolos sistemáticos y pcor = pc para los correspondientes

a los sı́mbolos de paridad de la palabra código. Nótese

que cuanto mayor sea la correlación entre ambas fuentes,

menor será el valor de p asociado. Teniendo en cuenta la

asignación de sı́mbolos en las constelaciones BPSK utilizadas

(Figura 2), la probabilidad de enviar los sı́mbolos exteriores

de la constelación 4-PAM resultante (
√

(1-α)Ec+
√

αEc y

-
√

(1-α)Ec-
√

αEc) aumentará, por lo que la secuencia en-

viada x será más robusta frente al ruido. Desafortunadamente,

la energı́a de transmisión de x resultante también aumenta con

respecto a la empleada en el caso de tener sı́mbolos equiprob-

ables. Especı́ficamente, la energı́a total transmitida con fuentes

correlacionadas está dada por Ecorr
c = Ec(1 + ∆exc), donde

∆exc = Rc∆sis + (1 − Rc)∆par, (13)

∆sis = (1 − 2p)2
√

α(1 − α), (14)

∆par = (1 − 2pc)2
√

α(1 − α). (15)

Obsérvese que los dos sumandos de la primera de estas

expresiones son los asociados a los sı́mbolos sistemáticos

(párametro de correlación p) y los de paridad (pc), siendo pc la

probabilidad asociada al código LDGM interno. Es importante

destacar que se ha obviado la influencia de los sı́mbolos

de paridad introducidos por el código externo debido a su

reducido número (Rout cercano a 1).
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En lo que respecta al segundo receptor basado en super-

posición, adoptaremos una estrategia de decodificación basada

en predetección y cancelación. Como σ2
2 ≥ σ2

1 , este receptor

es capaz de obtener û
2

y generar una estimación de la

palabra código ĉ
2
. Tras su modulación con energı́a media

(1−α)Ec, cancelaremos dicha secuencia de la señal recibida

y1, dando lugar a una nueva secuencia ỹ1. A partir de esta

nueva secuencia el receptor obtendrá una estimación û1 con

relación señal a ruido efectiva αEc/σ2
1 . Nótese que el lı́mite

fundamental de este receptor también ha de ser reducido por

∆exc dBs.

IV. RESULTADOS DE SIMULACIÓN

Con el fin de evaluar el comportamiento del sistema prop-

uesto, se han llevado a cabo simulaciones para diferentes

valores de los parámetros p y α. En todos los casos se

han empleado sendos códigos SC-LDGM, compuestos por un

código externo (4, 76) y un código interno (14, 7), dando lugar

a una tasa de información total Rc = 0,316. El tamaño del

bloque de información es K = 9500. En lo que respecta a la

selección del parámetro α, uno puede suponer erróneamente

que el proporcionar más energı́a a la señal correspondiente

al receptor malo (i.e. disminuir α) conllevarı́a una mejora

del rendimiento global del sistema. Es importante observar

que, debido a la correlación entre las fuentes y al esquema

de codificación empleado, el hecho de darle más energı́a a

la secuencia del receptor bueno implica a su vez suministrar

más energı́a al receptor malo en un 100 · (1 − p) % de los

sı́mbolos de su secuencia codificada. Además, el hecho de

incrementar el valor de α hace más robusto el sistema ante

el ruido, ya que los sı́mbolos exteriores de la constelación

4-PAM son desplazados aún más lejos del origen.

Desafortunadamente, si aumentamos el valor de α los

sı́mbolos interiores de la constelación 4-PAM son desplazados

hacia el centro de la constelación, haciendo más difı́cil su

detección en los casos en los que las fuentes no generen el

mismo sı́mbolo de información. Esto deriva en suelos de error

elevados para valores de α cercanos a 0.5 (e.g. para α = 0,5 el

suelo de error se situarı́a en p). Estas observaciones conducen

a una nueva formulación de la región de capacidad asumiendo

separación entre codificación de fuente y de canal, dada por

las desigualdades

Rc ≤
1

2H(p)
log2

(

1 +
αEcorr

c

σ2
1

)

, (16)

Rc ≤
1

2H(p)
log2

(

1 +
(1 − α)Ecorr

c

αEcorr
c + σ2

2

)

, (17)

de donde el valor de α que minimiza la relación Ecorr
c /σ2

1

para β y p fijados viene dado por αopt , (β + 22RcH(p))-1.

Este valor es prácticamente constante (varı́a entre 0,22 y 0,25)

para cualquier valor de p. Asumiendo separación, el lı́mite de

Shannon se obtiene de las desigualdades (2) y (3), y está dado

por 4,3 dB para β = 3 y R1 = R2 = 0,316. Para aquellos

esquemas en los que la correlación no se tiene en cuenta en

el proceso de decodificación, las prestaciones se sitúan a 1.5

dB por encima del citado lı́mite.
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Fig. 3. Tasa de error de bit con p = 0,1 (izqda) y p = 0,01 (dcha).

Procedamos ahora a comparar este lı́mite con el BER

obtenido por el sistema propuesto cuando la correlación es

de p = 0,1 y 0,01. Estos resultados se muestran en la

Figura 3, donde el eje de abscisas proporciona esta separación

para diferentes valores de α. Obsérvese que para p = 0,1
nos hallamos aproximadamente 2 dB por debajo del lı́mite

de Shannon, mientras que para p = 0,01 éste se reduce a

0,5 dB. Este empeoramiento de prestaciones para p = 0,01
es el resultado de un aumento excesivo de Ecorr

c debido a

la correlación (ver expresión (13)). De esta degradación se

deduce un punto de inflexión en el comportamiento del sistema

a medida que p disminuye. Nótese también que, para niveles

de correlación elevados (curva de la derecha), el valor de α fija

un compromiso entre el suelo de error y la región de cascada.

REFERENCIAS

[1] T. M. Cover “Broadcast Channels”, IEEE Transactions on Information

Theory, vol. 18, N. 1, pp. 2–114, Enero 1972.
[2] P. P. Bergmans, “Random Coding Theorem for the Broadcast Channels

with Degraded Components”, IEEE Transactions on Information Theory,
vol. 19, N. 2, pp. 197–207, Marzo 1973.

[3] P. P. Bergmans, “A Simple Converse for Broadcast Channels with
Additive White Gaussian Noise”, IEEE Transactions on Information

Theory, vol. 20, N. 2, pp. 279–280, Marzo 1974.
[4] T. W. Sun, R. D. Wesel, M. R. Shane y D. Jarett, “Superposition Turbo

TCM for Multi-Rate Broadcast”, IEEE Transactions on Communica-

tions, vol. 52, pp. 368-371, Marzo 2004.
[5] X. Wang y M. T. Orchard, “Design of Superposition Coded Modulation

for Unequal Protection”, IEEE International Conference on Communi-

cations (ICC), pp. 412-416, Junio 2001.
[6] W. Zhong y J. Garcı́a-Frı́as, ”Approaching Shannon Performance by It-

erative Decoding of Linear Codes With Low-Density Generator Matrix”,
IEEE Communication Letters, vol. 7, N. 6, pp. 266-268, Junio. 2003.

[7] W. Zhong y J. Garcı́a-Frı́as, “LDGM Codes for Channel Coding and
Joint Source-Channel Coding of Correlated Sources”, EURASIP Journal

on Applied Signal Processing, vol. 44, N. 2, pp. 942-953, Mayo 2005.
[8] F. R. Kschischang, B. J. Frey y H. A. Loeliger, “Factor Graphs and The

Sum-Product Algorithm”, IEEE Transactions on Information Theory,
vol. 44, pp. 498-519, Febrero 2001.

[9] W. Zhong y J. Garcı́a-Frı́as, “Parallel LDGM Codes for the Transmission
of Highly Correlated Senders over Rayleigh Fading Multiple Access
Channels”, CISS’06, Marzo 2006.

[10] W. Zhong y J. Garcı́a-Frı́as: “LDGM Codes for Transmission of
Correlated Senders over MAC”, 43nd Annual Allerton Conference

on Communication, Control, and Computing, Octubre 2005 (artı́culo
invitado).


